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SREE VIDYANIKETHAN ENGINEERING COLLEGE
(Autonomous)

(Affiliated to J.N.T. University Anantapur)

ACADEMIC REGULATIONS

B.Tech. Regular Four Year Degree Programme
 (for the batches admitted from the academic year 2010–11)

&
B.Tech. (Lateral Entry Scheme)

 (for the batches admitted from the academic year 2011–12)

For pursuing four year undergraduate Bachelor Degree programme of
study in Engineering (B.Tech) offered by Sree Vidyanikethan Engineering
College under Autonomous status and herein after referred to as SVEC
(Autonomous):

1. Applicability   :

2. Extent             :

3. Admission      :

3.1. Admission into first year of Four Year B.Tech. Degree
programme of study in Engineering:

3.1.1. Eligibility    :   A candidate seeking admission into the First
                    Year of four year B.Tech. Degree Programme
                            should have

(i) passed either Intermediate Public Examination (I.P.E)
conducted by the Board of Intermediate Education,
Andhra Pradesh, with Mathematics, Physics and Chemistry
as optional subjects (or any equivalent examination
recognized by JNTUA, Anantapur) or a Diploma in
Engineering in the relevant branch conducted by the
Board of Technical Education, Andhra Pradesh (or
equivalent Diploma recognized by JNTUA, Anantapur) for
admission as per the guidelines of APSCHE.

All the rules specified herein, approved by
the Academic Council, will be in force and
applicable to students admitted from the
academic year 2010-2011 onwards. Any
reference to “College” in these rules and
regulations stands for Sree Vidyanikethan
Engineering College (Autonomous).

All the rules and regulations, specified herein
after shall be read as a whole for the purpose
of interpretation and as and when a doubt
arises, the interpretation of the Chairman,
Academic Counci l is final. As per the
requirements of statutory bodies, Principal,
Sree Vidyanikethan Engineering College shall
be the Chairman, Academic Council.
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(ii) secured a rank in the EAMCET examination conducted
by A.P. State Council for Higher Education for allotment
of a seat by the Convener, EAMCET, for  admission.

3.1.2. Admission Procedure: Admissions are made into the first
year of four year B.Tech. Degree
programme as per the stipulations
of A.P State Council of Higher
Education (APSCHE), Government
of Andhra Pradesh.

(a) By the Convener, EAMCET,
      (for Category-A Seats).

(b) By the Management
     (for Category-B Seats).

3.2. Admission into the Second Year of Four year B.Tech. Degree
programme in Engineering

3.2.1. Eligibility: Candidates qualified in ECET (FDH) and admitted by
the Convener, ECET (FDH).

In all such cases for admission, when needed, permissions from
the statutory bodies are to be obtained.

3.2.2. Admission Procedure: 10% of the sanctioned strength in each
programme of study as lateral entry students or as stipulated by
APSCHE shall be filled by the Convener, ECET (FDH).

4. Programmes of study offered leading to the award of
B.Tech. degree

Following are the four year undergraduate Degree programmes
of study offered in various branches in SVEC (Autonomous)
leading to the award of B.Tech. (Bachelor of Technology) Degree:

1) B.Tech. (Biotechnology)

2) B.Tech. (Civil Engineering)

3) B.Tech. (Computer Science & Engineering)

4) B.Tech. (Computer Science & Systems Engineering)

5) B.Tech. (Electrical & Electronics Engineering)

6) B.Tech. (Electronics & Communication Engineering)

7) B.Tech. (Electronics & Control Engineering)

8) B.Tech. (Electronics & Instrumentation Engineering)

9) B.Tech. (Information Technology)

10) B.Tech. (Mechanical Engineering)
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5. Academic Year:     The College shall follow Year-wise pattern for First
year course of four year B.Tech programme and
Semester system from second year onwards for
conducting all its curricula. An academic year shall
consist of a first semester and a second semester
from second year onwards and the summer term
follows in sequence.

           The first year of four year B.Tech programme shall
have a duration to accommodate a minimum of
31 instructional weeks. The first and second
semesters (from second year onwards) shall have
the duration to accommodate a minimum of 17
instructional weeks per semester.

6. Course Structure : Each programme of study shall consist of:
 General Courses comprising of the following:

i. Language / Communication Skills
ii. Humanities and Social Sciences
iii. Economics and Principles of Management
iv. Environmental Sciences

The above courses are common to all branches.

First
Semester

(23 weeks)

Instruction Period:  I Spell  :9 weeks
                           II Spell  :8 weeks

Mid Examinations:   I Mid    :1 week
                            II Mid    :1 week

Preparation & Practical Examinations

External Examinations

Semester Break

19 weeks

2 weeks

2 weeks

2 weeks

First Year
B.Tech

(38 weeks)

Instruction Period:  I Spell  :11 weeks
                           II Spell  :10 weeks
                           III Spell :10 weeks

Mid Examinations:   I Mid    :1 week
                            II Mid    :1 week

               III Mid    :1 week

Preparation & Practical Examinations

External Examinations

Summer vacation

34 weeks

2 weeks

2 weeks

4 weeks

Second
Semester

(23 weeks)

Instruction Period:  I Spell  :9 weeks
                           II Spell  :8 weeks

Mid Examinations:   I Mid    :1 week
                            II Mid    :1 week

Preparation & Practical Examinations

External Examinations

Summer vacation

19 weeks

2 weeks

2 weeks

4 weeks
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 Basic Science Courses comprising of the following:
i. Computer Literacy with Numerical Analysis
ii. Mathematics
iii. Physics
iv. Chemistry

The above courses are common to all branches.

 Core Engineering Courses comprising of the following,
depending on the branch:

i. Engineering Graphics
ii. Workshop Practice
iii. Engineering Mechanics
iv. Electrical Sciences
v. Thermodynamics and Heat Transfer
vi. Material Sciences and Engineering
vii. Engineering Systems Design
viii. Building Materials
ix. Surveying
x. Transport Phenomena
xi. Basic Electronics
xii. Computer Programming

 Compulsory Discipline Courses:
  The list of professional subjects are chosen as per the
    suggestions of the experts, to impart broad based knowledge
   needed in the concerned branch of study.
 Elective Courses:

Electives will be offered to the students to diversify the
spectrum of knowledge. The electives can be chosen based
on the interest of the student to broaden his individual skill
and knowledge.

The students shall complete:

 A mini project in an industry during the summer term following
the second semester of third year B.Tech. programme for a
period of 4 weeks. A report shall be submitted to the
Department after successful completion of the mini project.

Every programme of study shall be designed to have
40-42 theory courses and 14-16 laboratory courses.
Distribution of types of courses is indicated below:

General Courses                          5-10%

Basic Science Courses                 15-25%

Core Engineering Courses            15-25%

Compulsory Discipline Courses     45-55%

Elective Courses                          10-15%
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Note: All components prescribed in the curriculum of any programme
of study shall be conducted and evaluated.

Contact Periods : Depending on the complexity and volume of
the course, the number of contact periods per week will be
assigned.

7.  Credit System:  Credits are assigned based on the following norms.
    Norms for assigning credits are shown below :

i. As a norm, for the theory subjects, one credit for one contact
period per week is assigned in semester system. In yearly
pattern two credits for one contact period per week is
assigned.

ii. As a norm, for practical courses two credits will be assigned
for three contact periods per week in semester pattern. In
yearly pattern four credits will be assigned for three contact
periods per week.

iii. Tutorials do not carry any credits. However, each of the
analytical and problem oriented courses will have one tutorial
hour per week. Audit courses do not carry any credits.

iv. For courses like Mini Project/Project/Seminar/Comprehensive
Viva-Voce, where formal contact hours are not specified,
credits are assigned based on the complexity of the work to
be carried out.

 The four year curriculum of any B.Tech. programme of study
shall have total of 220 credits. The exact requirements of
credits for each course will be as recommended by the
concerned Board of Studies and approved by the Academic
Council.

 In the case of lateral entry students, B.Tech. programme for
II, III, IV  years of study shall have a total 170 credits.

8.      Examination System : All components in any programme of
study will be evaluated continuously
through internal evaluation and an
external evaluation component conducted
as year-end/semester-end examination.

Theory

Practical

Mini Project

Seminar

Comprehensive Viva-Voce

Final Year Project

01

03

--

--

--

--

02

04

--

--

--

--

01

03

--

--

--

--

01

02

02

02

02

12

Subject Period(s)/
Week Credits

Period(s)/
Week Credit(s)

Year Pattern Semester Pattern
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8.1.   Distribution of Marks:

S.No. Examination Marks
Examination and

Evaluation
Scheme of

examination

1 Theory

70
Year-end /

Semester-end
examination

(external evaluation)

The examination
question paper in
theory subjects will
be for a maximum of
70 marks. The
question paper shall
be of descriptive
type with 8
questions out of
which 5 are to be
answered in 3 hours
duration of the
examination.

30

Mid - Examination
of 90 Min. duration
(Internal evalua-
tion). The question
paper shall be of
descriptive type
with 5 questions
out of which 3 are
to be answered
and evaluated for
20 marks.

For I B.Tech:  Three
(03) mid-term
exams, each for 20
marks are to be
conducted. For  a
total of 20 marks,
average of the best
two mid-term
exams shal l  be
considered.
Mid-I: After  first
spell of instructions
(I and II Units).
Mid-II: After
second spel l  of
instructions (III to V
Units).
Mid-III: After third
spell of instructions
(VI to VIII Units)

For a Semester: Two
midterm exams ,
each for 20 marks
are to be conducted.
For a tota l of 20
marks, better of the
two shall  be
considered.
Mid-I: After fi rst
spell of instructions
(I to IV Units).
Mid-II:After second
spell of instructions
(V to VIII Units).

20
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2 Laboratory

10
Assignment Tests
(Internal evalua-
tion)

For I B.Tech:  Three
assignment tests each
of 10 marks shall be
conducted. Average of
best two assignment
tests shall be taken as
internal marks for the
assignments.

For a Semester: Two
assignment tests each
of 10 marks shall be
conducted. Better of the
two assignments shall
be internal marks for the
assignments.

50 Year-end / Semester-
end Lab Examination
(External evaluation)

50 marks are allotted for
labo rato r y/draw ing
examination during year-
end / semester-end.

25

15
Day-to-Day
evaluation

Performance in
laboratory experiments/
drawing and record.

10
Internal
evaluation

Practical Tests . (For
first year three tests and
for semester two tests.)

3

a) Seminar

b) Compre-
hensive
Viva-Voce

75

100

75

100

Internal
evaluation

Continuous evaluation
during a semester by the
Departmental Committee
(DC).

Internal
evaluation

Viva-Voce examination
will be conducted during
IV year II semester by
a committee consisting
of HOD and two senior
faculty members of the
department

4 Mini Project 75 50

25

External
evaluation

Internal
evaluation

Continuous evaluation
by the DC

Semester-end Mini-
Pro ject  Viva-Vo ce
examinatio n w ill be
co nduc ted in the
manner similar to
external evaluation of
laborato ry course  by
HOD and supervisor as
examiners.
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5 Project
Work

225
150

75

External
evaluation

Semester-end Project
Viva-Voce Examination
by Committee as
detailed under 8.2.

Internal
evaluation

Continuous evaluation by
the DC

8.2 Seminar/ Project Work / Machine Drawing/Audit Course
Evaluation:

i. There shall be a seminar presentation in III year II Semester. For the
seminar, the student shall collect information on a specialized topic
and prepare a technical report, showing his understanding over the
topic, and submit to the Department before presentation. The report
and the presentation shall be evaluated by the Departmental Committee
(DC) consisting of Head of the Department, supervisor and a senior
faculty member.  There shall be no external examination for seminar.

ii. The Semester-End Examination (Project viva-voce) shall be conducted
by a Committee consisting of an External examiner nominated by the
Chief Controller of Examinations, HOD & Supervisor. The evaluation of
project work shall be conducted at the end of the IV year. The Internal
Evaluation shall be made by the Departmental Committee, on the basis
of two seminars presented by each student on the topic of his project.

iii. For the subject Machine Drawing, the distribution shall be 30 marks for
internal evaluation and 70 marks for end examination.  The internal
evaluation will be 15 marks for day-to-day work in the class that shall
be evaluated by the concerned subject teacher based on the reports/
submissions prepared in the class. And there shall be two midterm
exams in a Semester for a duration of 3 hours each, evenly distributed
over the syllabi for 15 marks and the better of the two shall be
considered as internal test marks. The sum of day to day evaluation
and the internal test marks will be the final sessionals for the subject.
End examination will be conducted for 4 hours.

iv. For audit courses, attendance has to be considered like in case of
any regular subject. For theory subjects course files and for laboratory
subjects laboratory manuals and student observations have to be
maintained.  Two internal tests per semester (three in case of yearly
pattern) have to be conducted by the subject teacher, preferably just
before regular mid-term examinations. Students may be encouraged
to give seminars on the course topics.

8.3. Eligibility to appear for the Year-end / Semester-end
examination:

1. A student shall be eligible to appear for year-end / semester-End
examinations if he acquires a minimum of 75% of attendance in
aggregate of all the subjects in a year/ semester.

2. Condonation of shortage of attendance in aggregate upto 10% (65%
and above and below 75%) in first year or each semester may be
granted by the College Academic Committee.

3. Shortage of Attendance below 65% in aggregate shall in no case be
condoned.

4. Students whose shortage of attendance is not condoned in First
year/any semester are not eligible to take their Semester-end
examination of that class and their registration shall stand cancelled.

5. A student will not be promoted to the next semester unless he
satisfies the attendance requirements of the current year/semester,
as applicable. The student may seek readmission for the year/
semester when offered next. He will not be allowed to register for
the subjects of the semester while he is in detention. A student
detained due to shortage of attendance, will have to repeat that
semester when offered next.

6. A stipulated fee shall be payable towards condonation of shortage
of attendance to the College.
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8.4. Evaluation: Following procedure governs the evaluation.

8.4.1. Marks for components evaluated internally by the faculty should
be submitted to the Controller of Examinations one week before
the commencement of the semester-end examinations. The marks
for the internal evaluation components will be added to the external
evaluation marks secured in the year/semester-end examinations,
to arrive at total marks for any subject in that year/semester.

8.4.2. Performance in all the courses is tabulated course-wise and will
be scrutinized by the Examination Committee and moderation is
applied if needed, and course-wise marks lists are finalized. Total
marks obtained in each course are converted into letter grades.

8.4.3. Student-wise tabulation is done and student-wise memorandum
of grades (Grade Sheet) is generated which is issued to the
student.

8.5. Personal verification / Revaluation / Recounting :

Students shall be permitted for personal verification/request for
recounting/ revaluation of the semester-end examination answer
scripts within a stipulated period after payment of prescribed fee.

After recounting or revaluation, records are updated with changes
if any and the student will be issued a revised grade sheet.
If there are no changes, the student shall be intimated the same
through a letter or a notice.

8.6. Supplementary Examination:

In addition to the regular year-end / semester-end examinations
conducted, the College may also schedule and conduct
supplementary examinations for all the subjects of other year/
semesters when feasible for the benefit of students. Such of the
candidates writing supplementary examinations may have to write
more than one examination per day.

9. Academic Requirements for promotion/ completion of
regular B.Tech Programme of study:

The following academic requirements have to be satisfied in
addition to the attendance requirements for promotion/ completion
of regular B.Tech Programme of study.

For students admitted into B.Tech. (Regular) programme:

i. A student shall be deemed to have satisfied the minimum academic
requirements for each theory, practical, design, drawing subject
or project, if he secures not less than 40% of marks in the
semester-end examination and a minimum of 40% of marks in
the sum total of the internal evaluation and semester-end
examination taken together. For the seminar he should secure
40% of marks in the internal evaluation.
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ii. A student shall be promoted from second year to third year of
programme of study only if he fulfils the academic requirement of
securing 39 credits from

a. One regular and one supplementary examinations of first year
b. One regular examination of second year first semester

irrespective of whether the candidate appear the semester-end
examination or not as per the normal course of study.

  iii. A student shall be promoted from third year to fourth year of
programme of study only if he fulfils the academic requirements
of securing 67 credits from

a.   Two regular and two supplementary examinations of
first year

b.  Two regular and one supplementary examinations of
second year first semester

c. One regular and one supplementary examinations of
second year second semester

d. One regular examination of third year first semester

irrespective of whether the candidate appear the semester-end
examination or not as per the normal course of study and in case
of getting detained for want of credits by sections 9(ii) and 9(iii)
above,  the student may make up the credits through
supplementary examinations before the date of commencement
of class work for III year I semester or IV year I semester
respectively.

  iv A student shall register for all the 220 credits and earn all the 220
credits.  Marks obtained in all the 220 credits shall be considered
for the award of the class basing on CGPA.

  v. A student who fails to earn 220 credits as indicated in the course
structure within eight academic years from the year of their
admission shall forfeit their seat in B.Tech. programme and their
admission stands cancelled.

vi. Students who are detained for want of attendance (or) who have
not fulfilled academic requirements (or)  who have failed after
having undergone the  course in earlier regulations (or)  have
discontinued and wish to continue the course are eligible for
admission into the unfinished semester from the date of
commencement of class work with the same (or) equivalent
subjects as and when subjects are offered, and pursue the
remaining course work with the academic regulations of the batch
into which such students are readmitted. However, all such
readmitted students shall earn all the credits of subjects they
have pursued for completion of the course.
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For Lateral Entry Students (batches admitted from
2011–2012):

  i. A student shall be deemed to have satisfied the minimum academic
requirements for each theory, practical, design, drawing subject
or project if he secures not less than 40% of marks in the semester-
End examination and a minimum of 40% of marks in the sum
total of the internal evaluation and semester-end examination
taken together. For the seminar he should secure 40% of marks
in the internal evaluation.

  ii. A student shall be promoted from third year to fourth year only if
he fulfils the academic requirements of securing 42 credits from :

a. Two regular and one supplementary examinations
of II year I semester

b. One regular and one supplementary examinations
of II year II semester

c. One regular examination of III year I semester.

irrespective of whether the candidate appear the Semester-End
examination or not as per the normal course of study and in case
of getting detained for want of credits the student may make up
the credits through supplementary exams of the above exams
before the date of commencement of class work for IV year
I semester.

  iii. A student shall register for all 170 credits and earn all the 170
credits.  Marks obtained in all 170 credits shall be considered for
the award of the class basing on CGPA.

  iv. A student who fails to earn 170 credits as indicated in the course
structure within six academic years from the year of their
admission shall forfeit their seat in B.Tech. programme and their
admission stands cancelled.

v.           Students who are detained for want of attendance (or) who have
not fulfilled academic requirements (or)  who have failed after
having undergone the course in earlier regulations (or)  have
discontinued and wish to continue the course are eligible for
admission into the unfinished semester from the date of
commencement of classwork with the same (or) equivalent subjects
as and when subjects are offered, and pursue the remaining course
work with the academic regulations of the batch into which such
students are readmitted. However, all such readmitted students
shall earn all the credits of subjects they have pursued for
completion of the course.
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10. Transitory Regulations:

Students who are detained for want of attendance (or) who have
not fulfilled academic requirements (or)  who have failed after
having undergone the course in earlier regulations (or)  have
discontinued and wish to continue the course are eligible for
admission into the unfinished semester from the date of
commencement of class work with the same (or) equivalent
subjects as and when subjects are offered, and pursue the
remaining course work with the academic regulations of the batch
into which such students are readmitted.

A regular student has to satisfy all the eligibility requirements
within the maximum stipulated period of eight years, and a lateral
entry student within six years, for the award of B.Tech. Degree.

11. Grades, Grade Point Average and Cumulative Grade Point
Average:

11.1. Grade System: After all the components and sub-components
of any subject (including laboratory subjects) are evaluated, the
final total marks obtained will be converted to letter grades on a
“10 point scale” described below.

Grades conversion and Grade points attached

% of Marks 
obtained 

Grade 
Description of 

Grade 
Grade 

Points (GP) 

≥ 95 O+ Extraordinary 10 

≥ 90 & < 95 O Outstanding 9 

≥ 80 & < 90 A+ Excellent 8 

≥ 70 & < 80 A Very Good 7 

≥ 60 & < 70 B Good 6 

≥ 50 & < 60 C Fair 5 

≥ 40 & < 50 D Pass 4 

Less than 40 F Fail 0 

Not Appeared N Absent 0 
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 Pass Marks: A student is declared to have passed theory and/
or laboratory subject, if he secures minimum of 40% marks in
external examination, and a minimum of 40% marks in the sum
total of internal evaluation and external examination taken
together. Otherwise he will be awarded fail grade - F in such a
course irrespective of internal marks.
F is considered as a fail grade indicating that the student has to
pass the semester-end examination in that course in future and
obtain a grade other than F and N for clearing this subject.

11.2. Grade Point Average (GPA):

Grade Point Average (GPA) will be calculated as given below on a
“10 point scale” as an index of the student’s performance at the
end of I year/ each semester:

 


 


C
GPC

GPA

where C denotes the credits assigned to the courses undertaken
in that Year/ semester and GP denotes the grade points earned
by the student in the respective courses.
Note:GPA is calculated for the candidates who passed all the
courses in that Year/Semester.

11.3. Cumulative Grade Point Average (CGPA):

At the end of every year / semester, a Cumulative Grade  Point
Average (CGPA) on  a  10 point scale is computed considering all
the courses done up to that point as an index of overall
performance up to that point as given below:

 


 


C
GPC

CGPA

where C denotes the credits assigned to courses undertaken upto
the end of the current year/semester and GP denotes the grade
points earned by the student in the respective courses.
Note: The CGPA is awarded only when the student passes in all

the courses prescribed for the programme.

Grade Sheet: A grade sheet (Marks Memorandum) will be issued
to each student indicating his performance in all courses registered
in that semester/year indicating the GPA.

12. Transcripts: After successful completion of the entire programme
of study, a transcript containing performance of all academic years
will be issued as a final record. Duplicate transcripts will also be
issued, if required, after payment of requisite fee.
Partial transcript will also be issued upto any point of study to a
student on request.

13. Award of Degree: The Degree will be conferred and awarded
by Jawaharlal Nehru Technological University Anantapur, Anantapur
on the recommendations of the Principal of SVEC (Autonomous).
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13.1. Eligibility: A student shall be eligible for the award of B.Tech.
Degree, if he fulfills all the following conditions:

 Registered and successfully completed all the components
prescribed in the programme of study to which he is admitted.

 Successfully acquired the minimum required credits as
specified in the curriculum corresponding to the branch of
study within the stipulated time.

 Obtained CGPA greater than or equal to 4.0 (Minimum
requirement for declaring as passed).

 Has no dues to the College, Hostel, Library etc. and to any
other amenities provided by the College.

 No disciplinary action is pending against him.

13.2. Award of Class: Declaration of Class is based on CGPA.

Cumulative Grade Point Average        Class

                   > = 7.0                               First Class with Distinction

             > = 6.0 and < 7.0      First Class

             > = 5.0 and < 6.0    Second Class

             > = 4.0 and < 5.0      Pass Class

14. Additional academic regulations:

i. A student can appear for any number of supplementary
examinations till he clears all courses in which he could not
clear in the first attempt.

ii. A regular student has to complete all the eligibility requirements
within the maximum stipulated period of eight years, and a
lateral entry student within six years.

iii.A grade sheet (marks memorandum) will be issued to the
student indicating his performance in all the courses of that
year/semester along with the GPA and CGPA.

iv.A transcript containing the performance in all the components
required for eligibility for award of the Degree will be issued
to the student.

v. Any attempt to impress upon the examiners, faculty and staff
or Controller of Examinations, canvassing in any form  either
for marks or attendance will be treated as malpractice and the
student shall be summarily debarred from the College.

vi.Courses like Projects / Mini-Projects / Seminars can be repeated
only by re-registering for all the components in that semester.
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vii.When a student is absent for any examination (internal or
 external) he is treated as to have appeared and obtained
  zero marks in that component (course) and grading is done
  accordingly.

viii.When a component is cancelled as a penalty, he is awarded
  zero marks in that component.

15. Amendments to regulations:

The Academic Council of Sree Vidyanikethan Engineering College
(Autonomous) reserves the right to revise, amend, or change
the Regulations, Scheme of Examinations, and / or Syllabi or any
other policy relevant to the needs of the society or industrial
requirements etc., without prior notice.

16. General:

Where the words “he”, “him”, “his”, “himself” occur in the
regulations, they include “she”, “her”, “herself”.

Note :  Failure to read and understand the regulations is not an excuse.
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Code Subject 
Periods per 

week C 

Scheme of 
 Examination  
Max. Marks 

L T P Int. Ext. Total 

10BT1HS01 Technical English 2 - - 4 30 70 100 

10BT1BS01 Engineering Physics 2 1 - 4 30 70 100 

10BT1BS02 
Engineering 
Chemistry 2 1 - 4 30 70 100 

10BT1BS03 Engineering 
Mathematics 

3 1 - 6 30 70 100 

10BT1BS04 
Mathematical 
Methods 3 1 - 6 30 70 100 

10BT1EC01 
Problem Solving and 
Computer 
Programming 

3 1 - 6 30 70 100 

10BT1EC02 Engineering 
Drawing 

- 1 3 4 25 50 75 

10BT1EC03 Computer 
Programming Lab 

- - 3 4 25 50 75 

10BT1BS06 
Engineering Physics 
and Engineering 
Chemistry Lab 

- - 3 4 25 50 75 

10BT1HS02 

English Language 
and  
Communication 
Skills Lab 

- - 3 4 25 50 75 

10BT1EC04 Engineering and IT 
Workshop 

- - 3 4 25 50 75 

TOTAL 15 6 15 50 305 670 975 

SREE VIDYANIKETHAN ENGINEERING COLLEGE
(AUTONOMOUS)

COURSE STRUCTURE (2010-2011)

I Year B.Tech. ( yearly pattern )

Common to ECE, EEE, EIE, EConE , CSE, CSSE and  IT
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Code Subject 
Periods per 

week C 

Scheme of  
Examination  
Max. Marks 

L T P Int. Ext. Total 

10BT3BS01 
Probability and 
Statistics 4 1 - 4 30 70 100 

10BT30421 
Electronic Devices 
and Circuits 4 1 - 4 30 70 100 

10BT30221 
Basic Electrical 
Engineering 4 1 - 4 30 70 100 

10BT30422 Digital Logic Design 4 1 - 4 30 70 100 

10BT30501 
Discrete 
Mathematical 
Structures 

4 1 - 4 30 70 100 

10BT30502 Data Structures 4 1 - 4 30 70 100 

10BT30431 Analog and Digital 
Electronics Lab 

- - 3 2 25 50 75 

10BT30511 Data Structures Lab - - 3 2 25 50 75 

TOTAL 24 6 6 28 230 520 750 

SREE VIDYANIKETHAN ENGINEERING COLLEGE
(Autonomous)

COURSE STRUCTURE (2010-2011)

II B.Tech. I Semester

INFORMATION TECHNOLOGY
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Code Subject 

Periods 
per week C 

Scheme of  

Examination 

 Max. Marks 

L T P Int. Ext. Total 

10BT3BS02 
Environmental 
Sciences 4 1 - 4 30 70 100 

10BT40501 
Computer 
Architecture and 
Organization 

4 1 - 4 30 70 100 

10BT40502 
Object Oriented 
Programming 4 1 - 4 30 70 100 

10BT50504 Operating Systems 4 1 - 4 30 70 100 

10BT41201 Data 
Communications 

4 1 - 4 30 70 100 

10BT60501 Theory of 
Computation 

4 1 - 4 30 70 100 

10BT40521 Operating Systems 
Lab 

- - 3 2 25 50 75 

10BT40511 Object Oriented 
Programming Lab 

- - 3 2 25 50 75 

TOTAL 24 6 6 28 230 520 750 

SREE VIDYANIKETHAN ENGINEERING COLLEGE
(Autonomous)

COURSE STRUCTURE (2010-2011)

II B.Tech. II Semester

INFORMATION TECHNOLOGY
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Code Subject 

Periods 
per week C 

Scheme of  

Examination  

Max. Marks 

L T P Int. Ext. Total 

10BT4HS01 
Managerial Economics 
and Principles of 
Accountancy 

4 1 - 4 30 70 100 

10BT4EC01 
Optimization 
Techniques 4 1 - 4 30 70 100 

10BT50502 
Microprocessors and 
Interfacing 4 - - 4 30 70 100 

10BT50503 Database Management 
Systems 4 1 - 4 30 70 100 

10BT51201 Software Engineering 4 - - 4 30 70 100 

10BT51202 Computer Graphics 4 - - 4 30 70 100 

10BT50511 Microprocessors and 
Interfacing Lab 

- - 3 2 25 50 75 

10BT50512 Database Management 
Systems Lab 

- - 3 2 25 50 75 

10BT4HS02 
Advanced English 
Communication Skills 
(Audit Course) 

- 3 - - - - - 

TOTAL 24 6 6 28 230 520 750 

SREE VIDYANIKETHAN ENGINEERING COLLEGE
(Autonomous)

COURSE STRUCTURE (2010-2011)

III B.Tech. I Semester

INFORMATION TECHNOLOGY
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Code Subject 

Periods 
per week C 

Scheme of  

Examination 

 Max. Marks 

L T P Int. Ext. Total 

10BT70501 Principles of Compiler 
Design  

4 1 - 4 30 70 100 

10BT60502 Unix Programming  4 1 - 4 30 70 100 

10BT60503 
Data Warehousing and 
Data Mining 4 1 - 4 30 70 100 

10BT61201 
Object Oriented 
Analysis and Design 4 1 - 4 30 70 100 

10BT61202 Computer Networks 4 1 - 4 30 70 100 

10BT50501 
Design and Analysis of 
Algorithms 4 1 - 4 30 70 100 

10BT61211 
Object Oriented 
Analysis and Design 
Lab  

- - 3 2 25 50 75 

10BT61212 
Unix and Computer 
Networks Lab - - 3 2 25 50 75 

10BT61213 Seminar - - - 2 75 - 75 

TOTAL 24 6 6 30 305 520 825 

SREE VIDYANIKETHAN ENGINEERING COLLEGE
(Autonomous)

COURSE STRUCTURE (2010-2011)

III B.Tech. II Semester

INFORMATION TECHNOLOGY
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Code Subject 
Periods 

per week C 

Scheme of 
Examination Max. 

Marks 
L T P Int. Ext. Total 

10BT71201 Web Programming 4 1 - 4 30 70 100 
10BT71202 Mobile Computing 4 1 - 4 30 70 100 

10BT71203 
Multimedia and 
Applications  
Development 

4 1 - 4 30 70 100 

10BT71204 
Cryptography and 
Network Security 4 - - 4 30 70 100 

Elective-I 

4 - - 4 30 70 100 

10BT71205 Parallel Computing 

10BT71206 E-Commerce 

10BT71207 Advanced Databases 

10BT71208 Software Project 
Management 

10BT71209 Enterprise Resource   
Planning 

Elective-II 

4 - - 4 30 70 100 

10BT62301 Bio-informatics 

10BT71210 Embedded Systems 
Design 

10BT70402 Digital Image 
Processing 

10BT70502 Software Testing 
Techniques 

10BT80504 Cloud Computing 

10BT71211 Web Programming Lab - - 3 2 25 50 75 

10BT71212 
Multimedia and 
Applications 
Development  Lab 

- - 3 2 25 50 75 

10BT71213 Mini Project - - - 2 25 50 75 

10BT7HS01 
Professional Ethics 
(Audit Course) - 3 - - - - - 

TOTAL 24 6 6 30 255 570 825 

SREE VIDYANIKETHAN ENGINEERING COLLEGE
(Autonomous)

COURSE STRUCTURE (2010-2011)

IV B.Tech. I Semester

INFORMATION TECHNOLOGY



SVEC10 - Information Technology 22

Code Subject 
Periods per 

week C 

Scheme of  
Examination  
Max. Marks 

L T P Int. Ext. Total 
10BT6HS01 Management Science 4 - - 4 30 70 100 

Elective-III 

4 - - 4 30 70 100 

10BT81201 Service Oriented 
Architecture 

10BT81202 Information Retrieval 
Systems 

10BT81203 Intellectual Property 
Rights 

10BT81204 Distributed Systems 

10BT81205 Middleware 
Technologies 

Elective-IV 

4 - - 4 30 70 100 

10BT81206 Software Patterns 

10BT71504 Network Management 
10BT70505 Soft Computing 

10BT80502 Human Computer   
Interaction 

10BT81207 Wireless Networks 

10BT81211 
Comprehensive Viva-
Voce - - - 2 100 - 100 

10BT81212 Project Work - - 12 12 75 150 225 

 TOTAL 12 - 12 26 265 360 625 

SREE VIDYANIKETHAN ENGINEERING COLLEGE
(Autonomous)

COURSE STRUCTURE (2010-2011)

IV B.Tech. II Semester

INFORMATION TECHNOLOGY
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B.Tech. I Year
10BT1HS01: TECHNICAL ENGLISH

(Common to BOT, CIVIL, ME, CSE, CSSE, ECE, E Con E, EEE, EIE
and IT)

Int. Marks Ext. Marks Total Marks  L   T   P   C
      30       70      100  2   -   -    4

PREREQUISITE: Basic Grammar and Fundamentals of Writing Skills.

COURSE DESCRIPTION: Heaven's Gate and Mokshagundam
Visvesvaraya; Sir C.V.Raman and Mother Teresa; The Connoisseur and
Dr. Amartya Kumar Sen; The Cuddalore Experience and Kalpana Chawla;
Bubbling Well Road and Nandan Nilekani; The Odds Against us and Charles

Chaplin;  Exercises on Reading and writing skills and Remedial Grammar.

COURSE OUTCOMES: After completion of the course, a successful student
will be able to:

1. Acquire fundamental and functional knowledge of English
Language, Grammar and Communication Skills.

2. Analyze and judge the situation through productive skills
(speaking and writing) and receptive skills (listening and reading)
of English Language for effective communication and practice.

3. Communicate effectively with the engineering community and
society to deliver effective solutions for professional practice.

Detailed Syllabus:

UNIT – I:
1.     Lesson  entitled  Heaven's  Gate  from  Enjoying  EverydayEnglish,

Published  by  Sangam  Books,  Hyderabad.

2.   Lesson entitled Mokshagundam Visvesvaraya from  Inspiring
Lives,  Published  by Maruthi   Publications,  Guntur.

UNIT – II:
1.   Lesson entitled Sir CV Raman: a Path breaker in the Saga of

Indian  Science  from Enjoying  Everyday  English,  Published
by  Sangam  Books,  Hyderabad.

2.    Lesson entitled Mother Teresa from Inspiring Lives, Publishedby
Maruthi  Publications, Guntur.

UNIT – III:
1.   Lesson  entitled  The  Connoisseur  from  Enjoying  Everyday

English,  Published by Sangam  Books,  Hyderabad
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2.   Lesson entitled Dr. Amartya Kumar Sen from Inspiring Lives,
Published  by  Maruthi Publications,  Guntur

UNIT – IV:
1.   Lesson  entitled  The  Cuddalore  Experience  from  Enjoying

Everyday  English,  Published by  Sangam  Books,  Hyderabad

2.    Lesson  entitled  Kalpana  Chawla  from  Internet

UNIT – V:
1.   Lesson entitled Bubbling Well Road  from  Enjoying Everyday

English,  Published  by  Sangam  Books,  Hyderabad

2.    Lesson  entitled  Nandan  Nilekani  from  Internet.

UNIT – VI:
1.   Lesson entitled The Odds against Us from Enjoying Everyday

English,  Published  by Sangam  Books,  Hyderabad

2.  Lesson  en tit led  Charles  Chaplin  from  Inspiring  Lives,
Published  by  Maruthi Publications,  Guntur

        Exercises  from  the  lessons  not  prescribed  shall  also  be  used for
classroom  tasks.

UNIT – VII:
Exercises on Reading and Writing Skills :

Reading  Comprehension
Letter  writing
Essay  writing

UNIT – VIII:
Practice Exercises on Remedial Grammar :

Common  errors  in  English
Subject-Verb  agreement
Articles
Prepositions
Tenses
Active/Passive  Voice
Reported  Speech

TEXT BOOKS:
1. Detailed study :  Enjoying  Everyday English, Sangam Books,

2009.
2. Non-detailed study :  Inspiring Lives, Maruthi Publications, 2009.
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REFERENCE BOOKS:

1. Innovate with English: A Course in English for Engineering Students,
edited by T Samson, Foundation Books

2. English Grammar Practice, Raj N Bakshi, Orient Longman, 2005
3. Effective  English,  edited  by  E  Suresh  Kumar,  A  RamaKrishna

Rao, and P Sreehari,  Published by Pearson.
4. Handbook of English Grammar & Usage, Mark Lester and Larry

Beason, Tata Mc Graw-Hill, 2008.
5. Spoken English, R.K. Bansal & JB Harrison, Orient Longman, 1989
6. Technical Communication, Meenakshi Raman and Sangeetha

Sharma, Oxford  University Press, 2009.
7. Objective English, Edgar Thorpe & Showick Thorpe, Pearson

Education, 2009.
8. Grammar  Games,  Renuvolcuri  Mario,  Cambridge  University

Press, 2008.
9. Murphy's  English  Grammar  with  CD,  Murphy,  Cambridge

University Press, 2004.
10. Everyday Dialogues  in English, Robert J. Dixson, Prentice  Hall

India Pvt. Ltd., 2005.
11. ABC of Common Errors, Nigel  D Turton, Mac Millan Publishers
12. Effective Technical Communication, M Ashraf Rizvi, Tata McGraw-

Hill, 2009.
13. An Interactive Grammar of Modern English, Shivendra K. Verma

and Hemlatha Nagarajan , Frank Bros &  CO.
14. A Communicative Grammar of English, Geoffrey Leech, Jan

Svartvik, Pearson  Education, 2003
15. Enrich  your  English,  Thakur  K  B  P  Sinha,  Vijay  Nicole

Imprints Pvt. Ltd.
16. A Grammar Book for You And I, C. Edward Good, MacMillan

Publishers, 2008.
17. Learning English A Communicative Approach, Orient Longman,

2005.
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B.Tech. I Year
10BT1BS01: ENGINEERING  PHYSICS

(Common to BOT, CIVIL, ME, CSE, CSSE, ECE, EConE, EEE, EIE
and IT)

Int. Marks Ext. Marks Total Marks      L   T   P   C
      30       70      100      2   1  -    4

PREREQUISITE: Intermediate/Senior Secondary Physics

COURSE DESCRIPTION: Crystallography; principles of quantum
mechanics; band theory of solids; semiconductors, properties; applications
of magnetic materials; dielectric materials; acoustics of buildings;
superconductors; different lasers; optical fibers ; holograms; nano

materials.
COURSE OUTCOMES: After completion of the course, a successful student
will be able to:

1. Acquire basic knowledge of crystallography, quantum mechanics,
semiconductors, magnetic materials, dielectrics, acoustics,
superconductors, lasers, optical fibers, holography, and
nanomaterials.

2. Develop skills in designing of lasers, fiber optic cable, holograms,
acoustically good hall, semiconductor devices and nanomaterials.

3. Develop problem solving skills in engineering context

Detailed Syllabus:
UNIT – I:
Crystal  Structures  and  X-Ray  Diffraction  :  Introduction,  space
lattice,  basis,  unit  cell,  lattice  parameter,  Bravais  lattices,  crystal
systems, structure of simple cubic, body centered cubic, face centered
cubic  crystals,  Miller  indices  of  planes  and  directions  in  crystals,
separation  between  successive  (hkl)  planes.
Crystal Defects:   Point defects, line  defects, Burger's vector, X-ray
diffraction by crystal planes, Bragg's law, Laue and powder methods.

UNIT – II:
Principles of Quantum Mechanics: Waves and particles, de-Broglie's
hypothesis,  G.P.Thomson  experiment,  He Isenberg's  uncertainty principle,
significance  of  wave  function,  Schrödinger's  one dimensional  wave
equation  (time  independent),  particle  in  a  one dimensional  potential
box,  Fermi-Dirac  distribution  and  effect  of temperature  (qualitative
treatment  only),  scattering-source  of electrical  resistance.
Band  Theory  of  Solids:  Electron  in  a  periodic  potential,  Kronig-
Penney  model  (qualitative  treatment  only),  origin  of  energy  band
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formation  in  solids,  distinction  between  metals,  semiconductors  and
insulators  based  on  band  theory.

UNIT – III:
Semiconductors :    Introduction,    intrinsic    and    extrinsic
semiconductors,  carrier  concentration,  electrical  conductivity  in
semiconductors,  drift  and  diffusion,  Einstein's  relation,  Hall  effect,
direct  and  indirect  band  gap  semiconductors,  p-n  junction,  energy
diagram  of  p-n  diode,  diode  equation,  LED,  LCD  and  photo  diode.

UNIT – IV:
Magnetic  Properties:  Introduction,  origin  of  magnetic  moment,
classification  of  magnetic  materials  into   dia,  para,  ferro,  anti-ferro
and  ferri  magnetism, hysteresis,  soft  and  hard  magnetic  materials,
magnetic  bubbles  memory.
Dielectric  Properties:  Introduction,  dielectric  constant,  electronic,
ionic  and  orientation  polarizations  (qualitative treatment  only), local
field ,  Clausius-M ossotti  equation,  frequency  dependence  of polarisability
(qualitative  treatment  only), ferro and  piezo electricity.

UNIT – V:
Acoustics of Buildings and Acoustic Quieting:  Basic requirement of
acoustically  good  hall,  reverberation  and  time  of  reverberation,
Sabine's  formula  for  reverberation  time  (qualitative  treatment),
easurement of absorption coefficient of a material, factors affecting the
architectural  acoustics  and  their  remedies.
Acoustic Quieting: Aspects of acoustic quieting, methods of quieting,
quieting  for  specific  observers,  mufflers  and  sound  proofing.

UNIT – VI:
Superconductivity: General properties, Meissner effect, penetration
depth,  Type-I  and  Type-II  superconductors,  flux  quantization, Josephson
effects,  BCS  theory,  applications  of  superconductors.
Lasers:  Introduction,  characteristics  of  laser,  spontaneous  and
stimulated  emission  of  radiation,  Einstein's  coefficients,  population
inversion,  ruby  laser,  Helium-Ne on  laser,  semiconductor  laser,
applications  of  lasers  in  industry,  scientific  and  medical  fields.

UNIT – VII:
Fiber Optics: Introduction, principle of optical fiber, acceptance angle
and  acceptance  cone,  numerical  aperture,  types  of  optical  fibers and
refractive  index  profiles,  optical  fiber  communication  systems, application
of  optical  fibers.
Holography:    Introduction,   construction    of   a   hologram,
reconstruction  of  image  from  hologram  and  applications.
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UNIT – VIII:
Nanomaterials:  Introduction,  basic  principles  of  nanomaterials,
preparation  of  nanomaterials,  ball  milling,  plasma  arching,  chemical
vapour   deposit ion  method,  sol-gel   method ,  fabrication  of
nanomaterials,  properties  of  nanomaterials,  carbon  nanotubes,
properties  and  applications  of  carbon  nanotubes,  applications  of
nanomaterials.

TEXT BOOKS:
1. Applied Physics,  S. Mani Naidu,   Pearson  Education,  1st     Edition.
2. Engineering Physics, P.K. Palaniswamy, Scitech Publications India

Private  Limited,  2009.
3. Engineering  Physics,  M.R.  Srinivasan,  New  Age  Publications

International  (P)  Limited,  1st  Edition.

REFERENCE BOOKS:
1. Applied Physics, S.O.  Pillai and Sivakami, New Age International

(P) Ltd., 2nd Edition.
2. Introduction  to  Nanoscience  and  Nano technology ,  K .K.

Chatopadhyaya  and  A.N.  Benarjee,    Prentice  Hall  of  India,
1st Edition.

3.  Introduction to Solid State Physics, C. Kittel, John  Wiley & Sons,
Inc., 7th  Edition.

4. Solid State Physics, A.J. Dekker, Macmillan India Limited, 1996
5. Engineering  Physics,  V.  Rajendran  an d  K.  T hyagarajan,

TataMcGraw  Hill  Education,  2010.
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B.Tech. I Year
10BT1BS02: ENGINEERING  CHEMISTRY

(Common to BOT, CIVIL, ME, CSE, CSSE, ECE, EConE, EEE, EIE
and IT)

Int. Marks Ext. Marks Total Marks      L   T   P   C
      30       70      100      2   1   -    4

PREREQUISITE: Intermediate/Senior Secondary Chemistry.

COURSE DESCRIPTION: Chemistry of Engineering materials;
Polymer science and technology; Electrochemistry; Corrosion and
its control; Surface chemistry; Chemistry of nanomaterials; Analytical
techniques and Water technology.

COURSE OUTCOMES: After completion of the course, a successful
student  will be able to:

1. Acquire basic knowledge in: Chemistry of Engineering
material s, Polymer science and technology, Electro
chemistry, Corrosion and its control, Surface chemistry ,
Chemistry of nanomaterials, Analytical techniques and Water
technology.

2. Develop analytical skills in:

a. Determination of hardness of water.

b. Determination of viscosity, flame and fire points, cloud and
pour points.

3. Develop skills in design of:

a. Methods for control of corrosion

b. Chemical methods for the synthesis of Nanomaterials.

c. Analysis of the structure of compounds using various
Analytical techniques.

4. Develop skills for providing solutions through:

a. Newer Nanomaterials for specific applications

b.  Mitigation of hardness of water

5. Acquire awareness to societal issues on:

a. Quality of water.

b. Chemical materials utility and their impact.

c. Phenomenon of corrosion.
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Detailed Syllabus:
UNIT – I:
Chemistry of Engineering Materials:
Lubricants:  Definition,  functions  of  lubricants,  mechanism  of lubrication,
classification  of  lubricants,  properties  of  lubricant s-viscosity,  flash
and  fire  points,  cloud  and  pour points,  Aniline  point, neutralization
number  and  mechanical  strength.
Liquid Crystals:  Definition, structure, classification  and engineering
applications  of  liquid  crystals.
Insulators:  Definition, classification,  characteristics  of  insulating material
and  their  engineering  applications.

UNIT – II:
Polymer  Science  and  Technology:  Introduction,  classification  of
polymers,  functionality,  polymerization  and  types  of  polymerization,
plastics-thermoplastics,  thermo settings,  composition,  preparation and
engineering  applications  of  PVC,  Teflon  and  Bakelite.
Rubber:  Vulcanization  of  rubber.
Elastomers: BUNA-N,  BUNA-S  and  polyurethane.
Conducting  Polymers:  Definition,  classification  and  engineering
applications.

UNIT – III:
Electrochemistry: Introduction, conductivity, equivalent conductivity and
molar  conductivity.  Redox  reactions,  electrode  potential  and
measurement    of   elect rode   potential    (Nernst   equation).
Electrochemical series, electrochemical cell and  measurement of  EMF of
electrochemical  cell.  Concentration  cell,  Reference  Electrodes:
hydrogen  and  calomel  electrodes.  Batteries:  Introduction,  Ni-Cd
batteries,  Lithium  batteries.  Fuel  cells:  Introduction,  Hydrogen-
Oxygen  fuel  cell,  Methanol-Oxygen  fuel  cell.

UNIT – IV:
Corrosion  and  its  Control:  Introduction,  definition,  types  of corrosion;
dry corrosion, wet  corrosion, concentration  cell  corrosion, galvanic  series,
galvanic  corrosion ,  pitting  corrosion ,  factors influencing  the  corrosion.
Control  of  corrosion;  cathodic  protection,  sacrificial  anodic  protection,
impressed  current  cathodic  protection,  uses  of  inhibitors,   electroplating
and  electroless  plating.

UNIT – V:
Surface  Chemistry:  Adsorption,  types  of  adsorption, adsorption  of
gases  on  solids,  adsorption  from  solutions,  applications  of adsorption,
Langmuir  theory  of  adsorption.    Colloids,  types  of colloidal  systems,
applications  of  colloids.  Emulsions  and  micelles.
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UNIT – VI:
Chemistry  of  Nanomaterials:  Introduction  to  nanochemistry,
classification  of  nanomaterials,  size  and  scale,  units,  scaling  laws,
properties  of  nanomaterials,  methods  of  synthesis  -  top  down  and
bottom  up  methods,  sol-gel  process,  plasma  enhanced  vapor
decomposition  process,  applications  of  nanomaterials.

UNIT – VII:
Analytical  Techniques:  Introduction  to  spectroscopy.
U.V.Visible  Spectroscopy:  Basic  principle,  origin  of  absorption
bands,  chromophores  and  their  absorption  values.
I.R. Spectroscopy:  Principle, modes of vibration, group frequencies.
NMR  Spectroscopy:  Principle,  shielding  and  deshilding  of  protons,
chemical  shift  and  applications  of  NMR  spectroscopy.
Atomic Absorption Spectroscopy: Principle and applications.
Flame  photometry:  Principle  and  applications.

UNIT – VIII:
Water  Technology:  Introduction,  sources  of  water,  types  of impurities
in  water,  hardness  of  water-  temporary  and  permanent hardness,  u
nits  of  hardness,  disadvantages  of  hard  water. Estimation  of  hardness
by  EDTA  method,  boiler  troubles.
Softening methods: Internal treatment, external treatment; zeolite
process,  ion  exchange  process,  desalination  of  brackish  water  -
reverse  osmosis.

TEXT BOOKS:
1. A Text Book of Engineering Chemistry, Jain and Jain, Dhanpat Rai

Publishing  Company,  15th   Edition.
2. Engineering  Chemistry,  K.N.  Jayaveera,  G.V.Subba  Reddy

and C.Ramachandraiah,  Tata  McGraw  Hill  Education,  1st   Edition.
3. A Text  Book of  engineering  Chemistry,  Shashi Chawla, Dhanpat

Rai   Publishing  Company,  15th  Edition.

REFERENCE BOOKS:
1.  Text  Book  of  Engineering  Chemistry,  S.S.Dara,  S.Chand  and

Co.,  10th  Edition.
2. Engineering Chemistry (Vol 1&2), J.C.Kuriacose and Rajaram, Tata

McGraw Hill, 2nd  Edition.
3. Chemistry of Engineering Materials, C.V. Agarval, Tara Publication,

15th   Edition.
4. Nanomaterials,  A.K.Bandyopadhyay,  New  Age  International

publishers,  2nd   Edition.
5. Hand book of Nanostructured Materials and Nanotechnology, H.S.

Nalwa, Volumes  - (I to V), Academic press, 2001.
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B.Tech. I Year
10BT1BS03: ENGINEERING MATHEMATICS

(Common to CIVIL, ME, CSE, CSSE, ECE, EConE, EEE ,EIE and IT)

Int. Marks Ext. Marks Total Marks      L   T   P   C
      30       70      100      3   1   -   6

PREREQUISITE: Intermediate/ senior secondary Mathematics.

COURSE DESCRIPTION: Differential equations of first and higher
order; Partial differentiation; Applications of derivatives, integrals;
Laplace transforms; fundamentals of vector calculus.
COURSE OUTCOMES: After completion of the course, a successful
student  will be able to:

1. Acquire knowledge in

a) Different types of higher order differential equations.

b) Finding maxima and minima values of functions of several
variables with constrains.

c) Finding center, radius, and circle of curvatures for different
curves.

d) Solving differential equations through Laplace transforms.

e) Differentiation and integration of vector functions.

2. Develop analytical skills in providing solutions for

a) Higher order differential equations.

b) Work done, Flux , linear, surface and volume integrals vector
methods.

c) Line, surface and volume integrals.

d) Length of curve, area of surface and volume of  solids of
revolution

e) Problems involving LRC oscillatory circuits, deflection of
beams,

f) Problems involving maxima and minima for functions of two
variables with constraints.

g) Circle of curvature, evolutes and envelopes for families of
curves.

h) Differential equations using Laplace transform.

3. Design  mathematical model equations which involve

a) LRC circuits.

b) Deflection of beams.

c) Newton's laws of cooling and heat transfer
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Detailed Syllabus:
UNIT – I:
First Order Differential Equations:  Ordinary differential equations of
first  order and  first  degree:  Linear and  Bernoulli  type  equations, exact
equations  and  reducible  to  exact.  Applications  of  first  order equations
to  orthogonal  trajectories  (both  Cartesian  and  polar forms),  law  of
natural  growth  and  decay,  Newton's  law  of  cooling.

UNIT – II:
Higher  Order  Differential  Equations:  Non-homogeneous  linear
differential  equations  of  second  and  higher  order  with  constant
coefficient s.  Methods of  finding  the  particular  integrals  for Q(x)=e ax,
sin ax, cos ax,  xn, e ax V(x), x V(x) and xnV(x).  Method of variation  of
parameters.  Applications  to  L-R-C  circuits,  deflection  of beams.

UNIT – III:
Partial  Differentiation :  Functions  of  two  or  more  variables,
homogeneous  functions,  total  derivatives,  derivatives  of  implicit function,
jacobian,  errors  and  approximations,  maxima  and  minima of  functions
of  two  variables  with  and  without  constraints, Lagrange's method  of
undetermined  multipliers.

UNIT – IV:
Applications of Derivatives : Radius, centre and circle of curvature,
evolutes  and  envelopes.   Tracing  of  curves  in  cartesian,  parametric
and  polar  forms.

UNIT – V:
Laplace  Transformations:  Laplace  transforms  of  standard functions.
Properties  of  LTs, first  and  second  shifting  theorems,  LTs of  derivatives
and  integrals,  LTs  of  periodic  functions.  Unit  step function,  dirac  delta
function.   Inverse  transforms  and  convolution theorem.

UNIT – VI:
Applications of Laplace Transformations :  Applications of  LTs to
ordinary  differential  equations  of  first  and  second  order,  Heaviside's
partial  fraction  expansion  theorem.

UNIT – VII:
Applications of Integration:  Applications of  integration to  lengths of
curves,  areas  of  surfaces  and  volumes  of  solids  and  to  surfaces and
solids  of  revolutions.   Double  and  Triple  integrals  -  change  of
variables,  change  of  order  of  integration  and  volume  as  double
integral.
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UNIT – VIII:
Vector  Calculus  :  Vector  differentiation,  tangent  and  normal  to
curves,  gradient,  divergence,  curl  and  vector  identities.   Laplacian
operator,  vector  integration.    Line  integrals  independent  of  path, work
done, conservative field  and scalar potential functions. Surface integrals,
flux  and  volume  integrals,  verifications  and  applications of  vector
integral  theorems:  Greens  theorem,  Stokes theorem  and Gauss
divergence  theorem  (without  proof).

TEXT BOOKS:
1. Engineering Mathematics volume-1,  T.K.V. Iyengar, B.Krishna

Gandhi, S.Ranganatham and  M.V.S.S.N.  Prasad,  S.  Chand  and
Company,  9th Edition.

REFERENCE BOOKS:
1. Higher engineering mathematics, B.S.Grewal, Khanna publishers,

36th  Edition.
2. Advanced  Engineering  Mathematics, Erwin Kreyszig,  John Wiley

&  sons, Inc. 8th  Edition.
3. Engineering Mathematics for JNTU, B.V.Ramana, Tata McGraw Hill,

3rd  Edition.
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B.Tech. I Year
10BT1BS04: MATHEMATICAL METHODS
(Common to CSE, CSSE, ECE, EConE, EEE, EIE and IT)

Int. Marks Ext. Marks Total Marks      L   T   P   C
      30       70      100      3   1   -   6
PREREQUISITE: Intermediate/ senior secondary Mathematics.

COURSE DESCRIPTION: Matrices and systems of linear equations; Eigen
values, Eigen vectors; Solutions for algebraic and transcendental
equations; interpolation; Numerical differentiation and integration;
Numerical solutions of differential equations; Z - transforms; Fourier series

and Fourier transforms.
COURSE OUTCOMES: After completion of the course, a successful student
will be able to:

1. Acquire knowledge in

a. Ranks of matrices and linear equations.

b. Eigen values and Eigen vectors of matrices.

c. Algebraic and transcendental equations numerically.

d. Interpolating the data.

e. Numerical differentiation and numerical integration.

f. Numerical solutions of differential equations.

g. Z. transforms, Fourier series and Fourier transforms.

2. Design mathematical equations and arrive at the
numerical solutions to the problems involving

a. Fitting of different types of curves to the given data.

b. Estimation of missing numerical values in the given data.

c. Integration of higher complexity

d. Differential equations.

3. Develop skills in solving engineering problems involving

a. Linear equations with higher complexity.

b. Complex Eigen values and Eigen vectors.

c. Algebraic and transcendental equations.

d. Interpolating polynomials.

e. Differentiation and integration of functions.

f. Differential equations of higher complexity through numerical
values

g.  Z-transforms, Fourier series and Fourier transforms.
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Detailed Syllabus:
UNIT – I:
Matrices  and   Linear  System  of  Equations  :  Rank  of  a  matrix,
echelon  form,  normal  form,  inverse  of  a  matrix  by  normal  form.
Homogenous  and  non-homogenous  linear  systems, consistency
and solutions  of  linear  system  of  equations.    Direct  methods,
Gauss elimination  method,  Gauss  Siedel,  Gauss   Jordan   method,
factorization  method.

UNIT – II:
Eigen  Values and Eigen Vectors : Definitions, evaluation  of eigen
values,  eigen  vectors  and  properties.  Cayley  Hamilton  theorem
(without proof),  inverse and  powers of  a  matrix by  Cayley
Hamilton theorem,  diagonalization  of  a matrix, quadratic forms
and  reduction to its normal form (problems dealing with distinct
eigen values only).

UNIT – III:
Algebraic, Transcendental Equations and Curve Fitting: Solutions
of  algebraic  and  transcendental  equations  by  bisection  method,
false  position  method,  Newton-Raphson's  method,  iterative
method.Curve  fitting  by  the  principle  of least  squares,  fitting  of
a  straight line,  parabola,  exponential  and  power  curves.

UNIT – IV:
Interpolation:  Interpolation,  forward  difference  operator,
backward di fference operator, central  di fference operator,
relationship  between operators,  Newton's  forward  formula,
Newton's  backward  formula, Gauss  forward  formula,  Gauss
backward  formula,     Lagrange's interpolation  formula.

UNIT – V:
Numerical Differentiation and  Integration:  Numerical values of
derivatives using  Newton's  forward  formula,  Newton's  backward
formula.
Numerical  Integration:  Trapezoidal  rule,  Simpsons  1/3  rule,
Simpsons  3/8 rule

UNIT – VI:
Numerical Solutions of Ordinary Differential Equations: Numerical
solutions  of  ordinary  differential  equations  using  Taylor  series,
Euler's  method,  modified  Euler's  method,  Runge-Kutta  method
(2nd and  4thorders  only),  Milne's  predictor  corrector  method.
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UNIT – VII:
Z  -  Transformations:  Z -transforms,  inverse  Z-transform,
properties,  damping  rule,  shifting  rule,  initial  and  final  value theorems.
Convolution theorem, solution  of  difference  equations by  Z-transforms.

UNIT – VIII:
Fourier  Series  and  Fourier  Transforms:  Definition,  Dirichlets
conditions,  determination  of  Fourier  coefficients  (Euler's  formulae),
even  and  od d  function ,  half-rang e  Fourier  sine  an d  cosine
expansions.  Fourier  integral  theorem  (statement  only), Fourier
sine and  cosine integrals,  Fourier sine  and  cosine transforms,
properties, inverse  transform,  finite  Fourier  transforms.

TEXT BOOK:
1. Mathematical  Methods,  T. K.V.  Iyenger,  B.  Krishna  Gandhi,

S.Ranganadham and M.V.S.S.N. Prasad,  S.Chand  and  Company,
5th edition.

REFERENCE BOOKS:
1. Higher engineering mathematics, B.S.Grewal, Khanna publishers,

36th  Edition
2. Advanced  Engineering  Mathematics,  Erwin  Kreyszig,  John

Wiley and  Sons,  Inc.,  8th  Edition
3. Introductory methods of  Numerical Analysis , S.S.Sastry, Prentice

Hall of India, 3rd Edition
4. Engineering Mathematics for JNTU, B.V.Ramana, Tata McGraw Hill,

3rd  Edition.
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B.Tech. I Year
10BT1EC01:  PROBLEM SOLVIN G AND

COMPUTER PROGRAMMING
(Common to BOT, CIVIL, ME, CSE, CSSE, ECE, EConE, EEE, EIE

and IT)

Int. Marks Ext. Marks Total Marks      L   T   P   C
      30       70      100      3   1   -   6

PREREQUISITE: Logical thinking and Aptitude.

COURSE DESCRIPTION: Algorithm, Flowchart; Top-down design concepts;
Types of operators, Structure of C program; Control statements; Searching
and Sorting, String manipulation functions; Structures, Unions; Pointer

arithmetic; Operations on Files, Overview of data structures.

COURSE OUTCOMES: After completion of the course, a successful student
will be able to:

1. Gain knowledge on developing algorithms and problem solving
techniques.

2. Analyze and develop programs using the basic elements like control
statements, arrays, functions and strings.

3. Develop C Programs for software applications.

4. Skills to solve problems using pointers and strings.

5. Implement the concepts of data structures like stacks, queues
and linked lists for solving real time problem

Detailed Syllabus:
UNIT – I:
Introduction  to  Computers:  Computer  system s,  computer hardware,
computer  software,  computing  environments,  computer languages,
writing, editing, compiling and linking  programs, program execution,
algorithm  and  flowchart.
Introduction to Problem Solving: The problem solving aspect, top-
down  design,  implementation  of  algorithms,  program  verification and
efficiency  of  algorithms.

UNIT – II:
Introduction  to  the  C  Language:  C  programs,  identifiers,  types,
variables,  types  of  operators,  constants,  coding  constants,  type
casting  and  conversion,  formatted  input  and  output.  Structure of  a C
program  -  expressions,  precedence  and  associativity,  evaluation of
expressions,  mixed  type  expressions.
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UNIT – III:
Selection - Making Decisions:  Two way selection: if, if-else and
nested  if-else.
Multi-way selection:  else-if  ladder  and  switch  statements.
Repetition :  concept  of  loop,  pre-test  an d  post -test  loops,
initialization and  updating, event and  counter  controlled loops,
loops in  C,  break,  continue  and  goto  statements.

UNIT – IV:
Fundamental Algorithms: Exchanging the  values of  two variables,
counting,  summation  of  a  set  of  numbers,  factorial  computation,
generation  of  the  Fibonacci  sequence,  reversing  the  digits  of
an integer,  number  base  conversion,  character  to  number
conversion, the  smallest  divisor  of  an  integer,  greatest  common
divisor  of  two integers  and  generating  prime  numbers.

UNIT – V:
Arrays:  Arrays  in  C,  one,  two  and  multidimensional  arrays,
linear search, binary search,  bubble  sort,  selection sort  and
insertion  sort.
Strings: Concepts, strings in C,  string  input/output  functions,
array of  strings  and  string  manipulation  functions.

UNIT – VI:
Functions:  Designing  structured  programs,  functions  in  C,  user-
defined  functions,  types  of  functions,  call  by  value  and  call  by
reference,  recursion,  factorial  using  recursion,  standard  library
functions,  scope,  storage  classes  and  preprocessor  directives.
Derived  Types:  Type  definition  (typedef),  enumerated  types,
structure ,  accessing  structures,
Complex  Structures:  Nested structures,  structures  containing
arrays,  array  of  structures.
Structures  and  Functions: Sending  individual  members,  sending
the  whole  structure, unions  and  bit  fields.

UNIT – VII:
Pointers:  Concepts,  pointer  variables,  accessing  variables
through pointers,  pointer  declaration  and  definition,  initialization,
pointer arithmetic,  array  of  pointers,  pointers  to  array s,  pointer
s  and functions,  pointers  to  pointers,  pointers  to  structures
and  memory allocation  functions.

UNIT – VIII:
Files :introduction and classification of files, opening and closing of
files,  read  and  write  operations,  conversion  of  files  and  command
line  arguments.
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Basic Data Structures: Overview of data structures, implementation of
stack  operations  (push,  pop),  implementation  of  linear  queue operations
(insertion,  deletion),  circular  queues,  singly  linked  list, doubly linked
list  and  circular linked  list.

TEXT BOOKS:
1. A Structured Programming Approach using C, Behrouz A. Forouzan

and  Richard  F. Gilberg, Cengage  Learning,  2nd  Edition.
2. How to Solve  it  by Computer, R.G. Dromey, Pearson  Education,

1st   Edition.

REFERENCE BOOKS:
1. Classic Data Structures, D. Samanta, Prentice Hall of India rivate

Limited,  2004.
2. C and Data Structures, P. S. Deshpande and O. G. Kakde, ILEY-

dreamtech  India  Pvt.  Ltd.  2005.
3.  Programming  in  C,  Pradip  Dey  and  Manas  Ghosh ,  Oxford

University  Press,  2007.
4. C Programming  with  Problem Solving,   Jacqueline  A.  Jones

and Keith  Harrow,  Dreamtech  Press,  2007.
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B.Tech. I Year
10BT1EC02: ENGINEERING  DRAWING

(Common to BOT, CIVIL, ME, CSE, CSSE, ECE, EConE, EEE, EIE
and IT)

Int. Marks Ext. Marks Total Marks      L   T   P   C
      25       50      75      -   1   3   4

PREREQUISITE: Nil

COURSE DESCRIPTION: Essentials of engineering drawing; free
hand sketching; geometrical constructions; projection of points; line;
planes; solids; development of surfaces; interpenetration of solids;
perspecti ve projecti ons; isometric views and projecti ons;
orthographic views; introduction to basic AutoCAD commands.

COURSE OUTCOMES: After completion of the course, a successful
student  will be able to:

1. Convey visual perception information regarding relative
locations of objects through an orthographic/isometric view.

2. Analyze a drawing and bring out any inconsistencies to put
forth inferences graphically.

3. Create feasible designs of simple objects with drawing tools
and/or free-hand.

Detailed Syllabus:
UNIT – I:
Scales and Curves :
Scales:   Full size,  reduced  and  enlarged  scales,  representative
fraction,  plain,  diagonal  scales,  scale  of  chords.
Curves:  Curves used  in  engineering  practice,  conic  sections-
ellipse, parabola  and  hyperbola,  construction-general  method
only.

UNIT – II:
Projections  of  Points  and  Lines  :  Introduction, representation
of three  dimensional  objects,  general  principles  of  orthographic
projection,  importance  of  multiple  views  and  their  placement,
first angle  and  third  angle  projections,  projections  of  points,
two  view and  three view projections. Projection  of  lines inclined
to one plane, inclined  to  both  the  planes,  finding  true  lengths,
true  inclinations and  traces  of  lines.
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UNIT – III:
Projections  of  Planes  and  Solids  :  Projections  of  regular
plane surfaces, planes  parallel  to  one  plane,  planes  inclined  to
one  plane and  inclined  to  both  the  planes,  projections  on
auxiliary  planes. Projections  of  regular  solids  (prism,  cylinder,
pyramid  and  cone), solids  inclined  to  one  plane  and  both
planes,  auxiliary  views.

UNIT – IV:
Sections of Solids and Development of Surfaces :
Sections  of  Solids:  Section  planes  and  sectional  views  of  right
regular solids  - prisms,  cylinder, pyramids  and  cone. True shapes
of the sections.

Development of surfaces : Right regular solids- prisms, cylinder,
Pyramids, cone and their sectional parts.

UNIT – V:
Isometric Projections: Principles of isometric projections, isometric
scale, isometric views, conventions. Isometric views of planes, simple
solids.  Isometric projections of spherical parts.    Conversion of
isometric views into orthographic views.

UNIT – VI:
Perspective  Projections  :  Perspective  view  of  plane  figures
and simple  solids,  vanishing  point  method  and  visual  ray
methods.

UNIT – VII:
Introduction to Computer Aided Drafting : Introduction to
AutoCAD, beginning a new drawing, exploring and interacting with
the drawing window,  saving  and  opening  a file,  coordinate
systems  (Cartesian, polar  and  relative  co-ordinate system) ,
introduction  to  draw commands  and  modify  commands,
dimension  commands,  display commands  and  miscellaneous
commands.

UNIT – VIII:
Drafting  Of  2D  and  3D  Figures  :  Generation  of  curves,
points, lines,  polygons,  simple  solids  with  dimensioning.  Drawing
of  simple building  plans.
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TEXT BOOKS:
1. Engineering Drawing, P. Khanniah, K.L. Narayana and

K. Venkata Reddy,  Radiant  Publishing  House,  2009.
2. Engineering  Drawing,  N.D.  Bhatt,  Charotar  Publishing

House Private  Limited,  2008.

REFERENCE BOOKS:
1. Engineering  Drawing, Johle, Tata McGraw Hill, 2009.
2. Engineering  Drawing,  Shah  and  Rana,  Pearson  Education,

2nd  Edition.
3. Engineering  Drawing  and  Graphic s,  K.  Venugopal,  New

age International  Publishers,  5th Edition.
4. Computer  Aided  Engineering  Drawing,  Trymbaka  Murthy,

I.K.International,  1st   Edition.
5. AutoCAD,  Shyam  Tikko,  Autodesk  Press,  1st  Edition.
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B.Tech. I Year
10BT1EC03: COMPUTER PROGRAMMING LAB
(Common to BOT, CIVIL, ME, CSE, CSSE, ECE, EConE, EEE, EIE

and IT)

Int. Marks Ext. Marks Total Marks      L   T   P   C
      25       50      75      -    -   3   4

PREREQUISITE: --

COURSE DESCRIPTION: This course deal s with hands on
experience in developing simple programs and implementing basic
data structures - stack and queue, searching and sorting in C
language. Each exercise is designed to reinforce the theory through
practical hands on experience.

COURSE OUTCOMES: After completion of the course, a successful
student  will be able to:

1. Select the appropriate data structure and algorithm design
method for a specified problem.

2. Design, code, test, debug, and execute programs in C.

3. Implement and use common features found in C programs
-arrays, pointers, strings, stacks and Queues, linked list

Detailed Syllabus:

WEEK– 1:

a. Let a and b are two integer variables whose values are 10
and 13 respectively.  Write a program to evaluate the
following arithmetic expressions.

i. a + b

ii. a - b

iii. a * b

iv. a / b

v. a % b

b. Write a program that evaluates the following algebraic
expressions after reading necessary values from keyword.

i) (ax + b)/(ax – b)

ii) 2.5 log x + Cos 320+ | x2 + y2| +  2xy

iii) x5 + 10 x4  + 8 x3 + 4 x + 2

iv) aekt
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WEEK– 2:

a. Mr. Gupta  deposited  Rs.1000  in a  bank.  The  bank
gives  simpleinterest  at  the  rate  of   15%   per  annum.
Write a  program  to determine  the  amount  in  Mr.
Gupta's  account  at the  end  of  5 years. (Use the
formula I = P T R / 100)

b. A cashier has currency notes of denominations Rs. 10,
Rs. 50 and Rs. 100. If the amount to be withdrawn is
input in hundreds, find the total number of notes of each
denomination the cashier wil l have to give to the
withdrawer.

c . In a town, the percentage of men is 52. The percentage
of total literacy is 48.  If total percentage of literate men
is 35 of the total population, write a program to find the
total number of illiterate men and women if the population
of the town is 8000.

WEEK– 3:

a. Write a program that prints the given 3 integers in
ascending order using if - else.

b. Write a program to calculate commission for the input
value of sales amount.

Commission is calculated as per the following rules:

i. Commission is NIL for sales amount Rs. 5000.
ii. Commission is 2% for sales when sales amount is >Rs.

5000 and < = Rs. 10000.
iii. Commission is 5% for sales amount > Rs. 10000.

c. A character is entered through keyboard.  Write a
program to determine whether the character entered is
a capital letter, a small case letter, a digit or a special
symbol.  The following table shown the range of ASCII
values for various characters.

Characters ASCII values
A - Z 65 - 90

A - z 97 - 122
0 - 9 48 - 57

Special Symbols 0 - 47, 58 - 64, 91 - 96, 123 - 127
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WEEK– 4:

a. If cost price and selling price of an item is input through the
keyboard, write a program to determine whether the seller
has made profit or incurred loss.  Also determine how much
profit or loss he incurred in percentage.

b. An insurance company calculates premium as follows:
i. If a person's health is excellent and the person is between

25 and 35 years of age and lives in a city and is a male then
premium is Rs.4 per thousand and the policy amount cannot
exceed Rs.2 lacks.

ii. If a person satisfies all the above conditions and is female
then the premium is Rs.3 per thousand and the policy amount
cannot exceed Rs. 1 lack.

iii. If a person's health is poor and the person is between 25
and 35 years of age and lives in a village and is a male then
premium is Rs.6 per thousand and the policy cannot exceed
Rs. 10000

iv. In all other cases the person is not insured.

Write a program to determine whether the person should be insured
or not, his/her premium rate and maximum amount for which he/
she can be insured.

WEEK– 5:
a. Write a program, which takes two integer operands and

one operator from the user, performs the operation and then
prints the result.  (Consider the operators +,-,*,/,%, use
switch statement)

b. Write a program to find the grace marks for a student using
switch.  The user should enter the class obtained by the
student and the number of subjects he has failed in.  Use
the following rules:

i. If the student gets first class and the number of subjects
failed in is >3, then no grace marks are awarded.. If the
number of subjects failed in is < or = 3 then the grace is 5
marks per subject.

ii. If the student gets second class and the number of subjects
failed in is >2, then no grace marks are awarded. If the
number of subjects failed in is < or = 2 then the grace is 4
marks per subject.

iii. If the student gets third class and the number of subjects
failed in is >1, then no grace marks are awarded.  If the
number of subjects failed in is = 1 then the grace is 5 marks
per subjects.
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WEEK– 6:

a. Write a program to find the sum of individual digits of a
positive integer.

b. A Fibonacci sequence is defined as follows: The first and
second terms in the sequence are 0 and 1.  Subsequent
terms are found by adding the preceding two terms in the
sequence.

Write a program to generate the first N terms of the
sequence.

c. Write a program to generate all the prime numbers between
1 and N, where N is a value supplied by the user.

WEEK– 7:

a. Write a program to calculate the following sum:
             sum=1-x2/2! +x4/4!-x6/6!+x8/8!-x10/10!

b. i) A perfect number is a number that is the sum of all its
divisors except itself.  Six is the      perfect number.  The only
numbers that divide 6 evenly are 1, 2, 3 and 6 (i.e., 1+2+3=6).

    ii) An abundant number is one that is less than the sum of its
divisors (Ex: 12<1+2+3+4+6).

   iii) A Deficient number is one that is greater than the sum of
its divisors (Ex: 9>1+3).

       Write a program to classify N integers (Read N from
keyboard each as perfect, abundant or deficient.

WEEK– 8:

a. Write a program to find the largest and smallest number in
a list of integers.

b. Write a program to perform the following:
i. Addition of two matrices.

ii. Multiplication of two matrices.

WEEK– 9:

Write a program to perform the following:

i) Linear search ii) Binary search

WEEK– 10:

Write a program to perform the following:
i) Bubble sort ii) Selection sort iii) Insertion sort
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WEEK– 11:

a. Write a program that uses functions to perform the following
operations:

i. To insert a sub-string in main string at a specified position.
ii. To delete N characters from a given string from a specified

position.

b. Write a program to determine whether the given string is
palindrome or not.

WEEK– 12:

a. Write a program to display the position or index in the main
string S where the sub string T begins. Display - 1 if S does
not contain T.

b. Write a program to count the number of lines, words and
characters in a given text.

WEEK– 13:

a. 2's complement of a number is obtained by scanning it from
right to left and complementing all the bits after the first
appearance of 1. Ex: 2's complement of 11100 is 00100.
Write a program to find the 2's complement of a given binary
number using functions.

b. Write a program to convert a roman number in to its decimal
equivalent using functions.

WEEK– 14:

Write programs to perform the following using recursion.
i) To find the factorial of a given integer.
ii) To find the GCD (Greatest common Divisor) of two given

integers.

iii) To solve Towers of Hanoi problem.

WEEK– 15:

Write a program that uses functions to perform the following
operations:

i) Reading a complex number
ii) Writing a complex number
iii) Addition of two complex numbers
iv) Multiplication of two complex numbers
       (Note: Represent complex number using a structure.)
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WEEK– 16:

a. Write a program to accept the elements of the structure as :

Employee-name

Basic pay

Display the same structure along with the DA, CCA, and Gross
salary for 5 employees.

Note: DA=51% of Basic pay, CCA = Rs.100 consolidated.

b. Define a structure to store employee's data with the following
specifications:

Employee-Number, Employee-Name, Basic pay, Date of Joining

i) Write a function to store 10 employee details.

ii) Write a function to implement the following rules while
revising the basic pay.

If Basic pay <=Rs. 5000 then increase it by 15%.

If Basic pay > Rs. 5000 and < = Rs.25000 then it increase
by 10%

If Basic pay > Rs. 25000 then there is no change in basic
pay.

iii) Write a function to print the details of employees who have
completed 20 years of service from the date of joining.

WEEK– 17:
      a. Write a program which copies one text file to another.

b. Write a program to reverse the first N characters of a given
text file.

Note: The file name and N are specified through command line.

WEEK– 18:

Consider the following text file:

Input File:

S.No. Customer_ID Item No. Qty. Price Per 
Item (Rs.) 

1. C01 I1 2 10 
2. C02 I2 5 50 
3. C03 I2 5 50 
4. C04 I4 10 10 
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Write a program to  print the output in following format by giving
the Customer_ID as an input.

OUTPUT:

S.V. PROVISION STORES 
TIRUPATI 

Customer_ID: C01                           Date: 12-08-2010 
Item Qty Price 
I1 2 20 

Total 20 

WEEK– 19:

Write a program to implement stack operations using:
i) Arrays ii) Pointers

WEEK– 20:

Write a program to implement linear queue operations using:
i) Arrays ii) Pointers

WEEK– 21:

Write a program to implement circular queue operations using
arrays.

WEEK– 22:

Write a program to implement the following operations on singly
linked list.

a. List Creation b. Insertion c. Deletion d. Display

WEEK– 23:

Write a program to implement the following operations on Doubly
Linked List.

a. List Creation b. Insertion c. Deletion d. Display

WEEK– 24:

Write a program to implement the following operations on
circular linked list.

a. List Creation b. Insertion c. Deletion d. Display
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TEXT BOOKS:
1. A Structured programming Approach using C, Behrouz A.

Forouzan and Richard F.Gilberg, Cengage Learning, 2nd

Edition.
2. How to Solve it by computer, R.G.Dromey, Pearson Education,

1st Edition.

REFERENCE BOOKS:
1. Classic Data Structures, D.Samanta, Prentice Hall of India

Private Limited, 2004.
2. C and Data Structures, P.S.Deshpande and O.G.Kakde,

WILEY-Dreamtech India Private Limited, 2005.
3. Programming in C, pradip Dey and Manas Ghosh, Oxford

University Press, 2007.
4. C programming with problem Solving, Jacqueline A. Jones

and Keith Harrow, Dreamtech Press, 2007.
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B.Tech. I Year
10BT1BS06: ENGINEERING PHYSICS &

ENGINEERING  CHEMISTRY  LABORATORY
(Common to BOT, CIVIL, ME, CSE, CSSE, ECE, EConE, EEE, EIE

and IT)
Int. Marks Ext. Marks Total Marks      L   T   P   C
      25       50      75      -    -   3   4

PREREQUI SI TE: Intermediate / Senior secondary Physics and
Chemistry.

COURSE DESCRIPTION:

Engineering Physics : Experimental verification of characteristics
of p-n junction diode, Photodiode,  LED, Thermistor ,semiconductor
laser diode; Determination of energy gap, carrier concentration of
a semiconductor material, wave length of a laser source, B-H curve,
size of fine particle, dielectric constant, numerical aperture and
bending losses of optical fiber, frequency of a electrically vibration
tuning fork, magnetic field along axial line of a current carrying coil;
verification of transverse laws of stretched string.

Engineering Chemistry: Estimation of hardness, alkalinity, dissolved
oxygen of water samples and estimation of copper by volumetric
methods; instrumental methods like potentiometer, conductivity
meter and colorimeter, synthesis of polymers.

COURSE OUTCOMES:

After completion of the course, a successful student  will be able to:

Engineering Physics :
1. Acquire analytical skills in the determination of

a) Wave length of laser.

b) Divergence angle for laser beam.

c) Numerical aperture  and bending losses of an optical fibre.

d) Hall coefficient for semiconductor material.

e) Energy gap of semiconductor material.

f) Verifying the laws of stretched string.

g) Dielectric constant

h) B - H Curve

i) Characteristics of p.n. junction diode, photodiode,
thermistor and light emitting diode.
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Engineering Chemistry:
1. a) Acquire analytical skills in the estimation of hardness of

water, alkalinity of water, dissolved oxygen in water and
estimation of iron through wet laboratory methods

     b) Acquire hands-on experience on different instrumental
methods for the determination of  PH of a solution, EMF of a
solution and estimation of iron in cement.

2.  Develop skills in the designing of synthetic methods for the
preparation of polymers.

List of Experiments:

Engineering Physics:

Conduct  a  minimum  of  any  Twelve  experiments.

1. I-V  characteristics  of  a  P-N  Junction  diode

2. Characteristics  of  LED  source.

3. Determination  of  wavelength  of  a  laser  source-diffraction
grating

4. Determination  of  particle  size  by  using  a  laser  source

5. Photo  diode  -  characteristics

6. Thermistor  characteristics.

7. Hall  effect

8. Magnetic  field  along  the  axis  of  a  current  carrying  coil-
Stewart and  Gee's  method.

9. Energy  gap  of  a material  of  a P-N  junction

10. B - H curve

11. Determination  of  dielectric  constant

12. Verification  of laws  of  stretched  string  -  sonometer

13. Melde's  experiment-  transverse  and  longitudinal  modes

14. Characteristics  of  laser  sources.

15. Determination  of  numerical  aperture  of  an  optical  fiber

16. Determination  of bending  losses  of  an  optical  fibre



SVEC10 - Information Technology 54

List of Experiments:

Engineering Chemistry:

Conduct  a  minimum  of  any  Ten  experiments.

1. Preparation  of  standard  EDTA  and  estimation  of  hardness
of water

2. Preparation  of  standard  EDTA  and  estimation  of  copper

3. Estimation  of  alkalinity  of  water

4. Preparation  of  standard  potassium  dichromate  and
estimation of  ferrous  iron

5. Preparation  of  standard  potassium  dichromate  and
estimation of  copper  by  iodometry

6.  Estimation  of  iron  in cement  by  colorimetry

7. Conductometric titration  of  strong  acid  and  strong  base.

8. Preparation  of  phenol-formaldehyde  resin.

9. Determination  of  viscosity  of  the  oils  through  redwood
-viscometer

10. Determination  of  pH  of  a given solution  by pH  metry.

11. Estimation  of  dissolved  oxygen

12. Determination  of  calorific  value  of  fuel  using  bomb
calorimeter.

TEXT BOOKS:

1. Vogel's Book of Quantitative Inorganic Analysis, ELBS 5th

edition

2. Chemistry  laboratory  manual,  K.N.  Jayaveera  and
K.B.Chandra sekhar,  S.M.  Enterprizes  Ltd,  2009.
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B.Tech. I Year
10BT1HS02: ENGLISH LANGUAGEAND

COMMUNICATION  SKILLS  LAB
(Common to BOT, CIVIL, ME, CSE, CSSE, ECE, EConE, EEE, EIE

and IT)

Int. Marks Ext. Marks Total Marks      L   T   P   C
      25       50      75      -    -   3   4

PREREQUISITE: Basic Grammar and Functional English.

COURSE DESCRIPTION:Introduction to Phonetics; Consonants,
Vowels and Diphthongs; Accent and Rhythm; Functional Grammar;
Situational Dialogues; Story Telling; Describing People, Objects and
Places; Movie Review; Just A Minute and Elocution; Public Speaking
and Presentation Skills.

COURSE OUTCOMES:

After completion of the course, a successful student  will be able
to:

1. Acquire knowledge in.

a. Speech Sounds

b. Stress Patterns

c. Intonation and Rhythm

2. Analyze the functional knowledge of English Grammar for
writing and speaking correct Engli sh in academic,
professional and personal contexts.

3. Interpret and synthesize the  language functions through:

a. Just A Minute

b. Impromptu

c. Elocution

d. Role Plays

e. Project Presentations

4. Use and create techniques and language lab software for
enhancing the language skills.

5. Communicate effectively with engineering community and
society in formal and informal situations.

6. Inculcate attitude to upgrade communicative competence
for meeting global challenges.
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Detailed Syllabus:

The  following  course  content  is  prescribed  for  the  English
language laboratory  sessions.

1. Introduction  to  Phonetics.

2. Introduction  to  Consonants,  Vowels  and  Diphthongs.

3. Introduction  to  Accent  and  Rhythm.

4. Functional  Grammar.

5. Conversation  Starters.

6. Situational  Dialogues.

7. Just  a  Minute  (JAM),  Elocution,  Debate  and  Impromptu.

8. Story  telling.

9. Describing  people,  places  and  objects.

10. Movie  Review.

11. Public  speaking.

12. Presentation  Skills.

Suggested Softwares:

• Cambridge    Advanced  Learners'  English  Dictionary
withCD

• The  Rosetta  stone  English  Library.

• Clarity  Pronunciation  Power  -  Part-I.

• Mastering  English  in  Vocabulary, Grammar, Punctuation
and Composition.

• Dorling  Kindersley  series  of  grammar,  Punctuation,  Com-
position  etc.

• Language  in  use.  Foundation  Books  Pvt  Ltd  with  CD.

• Oxford  Advanced  Learner's  Compass,  7th   Edition.

• Learning  To speak English -    4 CDs.

• Microsoft  Encarta  CD.

• Murphy's  English  Grammar,  Cambridge  with  CD

• English  in  Mind,  Herbert  Puchta  and  Jeff  Strank s  with
Meredith  Levy,  Cambridge.

• English  Pronunciation  Dictionary

• Speech  Solutions

• Sky  Pronunciation

• Tense  Buster
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B.Tech. I Year
(10BT1EC04) ENGINEERING & IT WORKSHOP
(Common to BOT, CIVIL, ME, CSE, CSSE, ECE, EConE, EEE, EIE

and IT)

Int. Marks Ext. Marks Total Marks      L   T   P   C
      25       50      75      -    -   3   4

PREREQUISITE: --

COURSE DESCRIPTION:

Engineering Workshop: The course provides hands-on training in
the trades Carpentry, Fitting,    House-wiring, Tin Smithy, Foundry.
Overview of metal cutting processes, plumbing and welding is
provided through live demonstrations.

IT workshop : This course deals with practice sessions on PC
hardware, Internet, World Wide Web,   MS-Word, Excel, Power Point,
Publisher and LaTex Tool. Demonstrations on installations of system
software such as MS-Windows, Linux and device drivers, hardware
and software troubleshooting, and protecting the personal
computer from viruses and other cyber attacks are included.

COURSE OUTCOMES:

After completion of the course, a successful student  will be able
to:

Engineering workshop :

1. Utilize workshop tools for engineering practice.

2. Analyze and find out suitable method of fabrication of a
given simple component.

3. Employ skills acquired to provide quick fixes for routine
domestic and/or industrial problems.

4. Appreciate the hard work and intuitive knowledge of the
manual workers.

IT Workshop :

1. Acquire  analytical skills in:

(a) Identification of functional parts of PC

(b) Internet and World Wide Web.

(c) Computer security issues and preventive measures.

(d) Operating Systems.
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2. Design document and presentations effectively.

3. Apply modern tools to develop IT based applications.

4. Gain effective communication skills through IT tools.

5. Update knowledge and skills in PC maintenance and usage
of latest Operating Systems and Office automation tools.

Detailed Syllabus:

Engineering Workshop:

1. Trades for Exercise:

a. Carpentry Shop: Two joints: bridle joint, mortise and tenon
T-joint.

b. Fitting Shop: Two joints: Square joint and V-joint.

c. Sheet Metal Shop: Two jobs: Trapezoidal tray and square
tin.

d. House Wiring: Two jobs: Wiring for two lamps (bulbs) with
independent switch controls with or without looping, wiring
for stair case lamp.

Earthing: Concept and establishment, safety precautions
while house wiring.

e. Foundry: Preparation of two moulds: For a single pattern
and a double pattern.

2. Trades for Demonstration:

i. Welding

ii. Metal Cutting

iii. Plumbing

In addition to the above, hand tools, hand machines, models of
jobs, materials with names such as different woods, wood faults,
plastics, steels, meters, gauges, equipment, first-aid and shop safety
shall be demonstrated through charts, layouts, figures, circuits, CD
or DVD.

IT Workshop:

PC Hardware:

1. Identifying the peripherals of a Computer, components in a
CPU and its functions, block diagram of CPU along with the
configuration of each peripheral.

2. Disassembling and assembling the PC back to working
condition, videos for assembling and disassembling a PC.



SVEC10 - Information Technology 59

3. Introduction to Operating System (OS) as system
software, features of OS, need of OS, components of
OS, installation of Microsoft Windows XP Operating
System on the personal computer, examples of operating
systems.

4. Introduction to UNIX OS and basic commands in UNIX
such as cat, ls, pwd,, rm, rmdir, ln, head, tail, cd, cp,
mv, who, date, cal, clear, man, tty, wc, diff, cmp, grep
etc. and vi editors and sample C programs.

5. Hardware and Software Troubleshooting: PC symptoms
when computer malfunctions, types of faults, common
errors and how to fix them, basic hardware and software
troubleshooting steps, PC diagnostic tools.

MS Office 2007: MS Word:

6. Introduction to MS Word, importance of Word as Word
Processor, overview of toolbars, saving, accessing files,
using help and resources.

Create a word document using the features: Formatting
fonts, drop cap, applying text effects, using character
spacing, borders and shading, inserting headers and
footers, using date and time option.

7. Create a project using MS Word using the features:
Inserting tables, bullets and numbering, changing text
direction, hyperlink, images from files and clipart, drawing
toolbar and word art, mail merge.

MS Excel:

8. Introduction to MS Excel as a Spreadsheet tool, overview
of toolbars, accessing, saving excel files, using help and
resources. Create a spreadsheet using the features:
Gridlines, format cells, summation, auto fill, formatting
text, formulae in excel charts.

9. Create a spreadsheet using the features: Split cells,
Sorting, Conditional formatting, freeze panes, pivot
tables, data validation.
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MS Powerpoint:

10. Introduction to MS PowerPoint, utilities, overview of
toolbars, PPT orientation, slide layouts, types of views.
Create a PowerPoint presentation using the features:
Slide Layouts, Inserting Text, Word Art, Formatting Text,
Bullets and Numbering, Auto Shapes, Lines and Arrows.

11. Create a PowerPoint presentation using the features: Auto
content wizard, hyperlinks, Inserting images, clip art, audio,
video, custom animation, slide hiding, tables and charts.

MS Publisher:

12. Introduction to MS Publisher, overview of toolbars, saving
files, templates, layouts.

Create a website using the features: Home page, about
us, Department, Contact page etc.

LaTex:

13. Introduction to LaTeX tool: Importance of LaTeX as
document preparation system for high quality typesetting,
accessing, overview of toolbars, saving files, overview of
features like typesetting of article, journal, books, control
over large documents, using help and resources..

Internet and World Wide Web:

14. Web Browsers, Search Engines: Introduction to types of
networks, customizing web browsers with LAN proxy
settings, bookmarks, search toolbars and popup blockers,
types of search engines and how to use search engines.

15. Cyber Hygiene: Introduction to various threats on Internet,
types of attacks and how to overcome, installation of
antivirus software, configuration of personal firewall and
Windows update on Computers.

REFERENCE BOOKS:

Engineering Workshop:

1. Engineering Workshop practice, V. Ramesh Babu, VRB
Publishers Private Limited, 2009.

2. Work shop Manual, P.Kannaiah and K.L.Narayana, SciTech
Publishers, 2009.

3. Workshop Practice Manual , K. Venkata Reddy, BS
Publications, 2008.
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IT Workshop:

1. Introduction to Computers, Peter Norton, Tata McGraw Hill,
4th Edition.

2. IBM PC and Clone-Hardware, Troubleshooting and
Maintenance, B. Govindarajulu, Tata McGraw Hill, 2nd Edition

3. Comdex Information Technology Course Kit, Vikas Gupta,
WILEY Dreamtech, 2nd Edition.

4. PC Hardware and A + Handbook, Kate J. Chase, Prentice
Hall India, 2004.

5. A Document Preparation System LaTeX User's Guide and
Reference Manual, Leslie Lamport, Pearson Education, 2nd

Edition.
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II B.Tech. I Semester

10BT3BS01: PROBABILITY AND STATISTICS
Int. Marks Ext. Marks Total Marks L   T   P   C
      30       70      100 4   1   -   4

PREREQUISITES: Intermediate/Senior Secondary mathema-
tics.

COURSE DESCRIPTION: Probability and random variables;
Discrete and continuous distributions; measures of  correla-
tion; linear regression; sampling  distributions ; hypothesis
testing; tests of significance ; statistical quality control  and
queuing theory.

COURSE OUTCOMES:

On successful completion of this course, the student will be
able to:

1. Acquire knowledge in
a) Probability, continuous and discrete random vari-

ables, Binomial, Poisson, Normal, Uniform, Exponen-
tial distributions.

b) Sampling distribution of statistic.
c) Null and alternative Hypothesis, type I and type

II errors, critical region, level of significance and de-
grees of freedom.

d) Advantages and limitations of Statistical Quality Con-
trol, specification limits and control charts.

e) Pure and Death process, Queuing systems.
2. Develop analytical skills in

a) Binomial, Poisson, Normal, Uniform, Exponential dis-
tributions

b) Small and large sample tests of significance
c) Chi-square test as a test of goodness of fit
d) Statistical Quality Control charts
e) Correlation and regression.
f) Queuing model(M/M/1)

3. Design mathematical model which involve
a) Test of significance for single mean, difference of

mean, single proportion, difference            of propor-
tion and difference of standard deviation for large
samples.

b) Student’s t test, F-test, Chi-square test for small
samples

c) Statistical quality control charts Mean, R, np and c
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DETAILED SYLLABUS:

UNIT-I: PROBABILITY AND MATHEMATICAL EXPECTATIONS

Introduction to Probability: Definition of Random Experiment, Events
and Sample space, Definition of probability, Addition and
Multiplication theorems, Conditional probability, Baye's Theorem,
Simple Problems on Baye's theorem.

Random Variables: Discrete and Continuous random variables,
Distribution function of random variable, Properties, Probability mass
function, Probability density functions, Mathematical expectation,
Properties of mathematical expectations, Mean and Variance.

UNIT-II: PROBABILITY DISTRIBUTIONS

Discrete Distributions:  Binomial Distribution, Mean and Standard
Deviations of Binomial Distribution, Poisson distribution, Mean and
standard Deviations of Poisson distribution, Applications.

Continuous Probabil ity Distributions: Uniform di stri bution,
Exponential distribution, Normal distribution, Properties of Normal
Distribution, Importance of Normal Distribution, Area properties of
Normal curve.

UNIT-III: CORRELATION AND REGRESSION

Correlation: Definition, measures of correlation, Correlation for
bivariate distribution, Rank correlation coefficients.

Regression: Simple linear regression, regression lines and
properties.

UNIT-IV: SAMPLING DISTRIBUTIONS

Populati on and sample, parameter and stati sti c, Sampling
distribution of statistic, Standard Error of statistic, Null and
alternative hypotheses, Type I and II errors, Level of Significance,
Critical region, Degrees of freedom.

UNIT-V: LARGE SAMPLE TESTS OF SIGNIFICANCE

Test of significance for single proportion, Test of significance for
difference of proportions, Test of significance for a single mean,
test of significance for difference of means and test of significance
for difference of standard deviations.
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UNIT-VI: SMALL SAMPLE TESTS OF SIGNIFICANE

Student's t-test, F-test for equality of population variance, chi-
square test for goodness of test, contingency table, chi-square test
for independence of attributes.

UNIT-VII: STATISTICAL QUALITY CONTROL

Introduction, Advantages and limitations of statistical quality control,

Control charts, Specification limits, X , R, np and c charts.

UNIT-VIII: QUEUING THEORY
Queuing Theory, Pure Birth and Death Process, M/M/1 Model,
Problems.

TEXT BOOKS :

1. T.K.V. Iyengar, B. Krishna Gandhi and Others, Probability and
Statistics, S. Chand and Company, 3rd edition, 2011.

2. Shahnaz Bathul, A text book of Probability and Statistics,  Ridge
Publications, 2nd edition.

3. Kandaswamy and Thilagavathy, Probability Statistics and Queuing
Theory,  S.Chand, New Delhi, Latest edition.

REFERENCE BOOKS:

1. Miller and John E. Freund's, Probability and Statistics for Engineers,
Pearson Education, 2009.

2. Ronald E. Walpole, Probability and Statistics for Engineers and
Scientists,  Pearson Education India, 2002.

3. S.C.Gupta and V.K.Kapoor, Fundamentals of Mathematical
Statistics, Sutan and Chand, New Delhi, 2004.

4. S.C.Gupta and V.K.Kapoor, Fundamentals of Applied Statistics,
Sultan and Chand, New Delhi, 1998.
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II B.Tech. I Semester

10BT30421: ELECTRONIC DEVICES AND
CIRCUITS

Int. Marks Ext. Marks Total Marks L   T   P   C

      30       70      100 4   1   -   4

PREREQUISITES:A course on "Engineering Physics".

COURSE DESCRIPTION: Characteristics of general and

special purpose electronic devices; Rectifiers and regulators;

Biasing and small signal analysis of BJT and FET, Oscillators.

COURSE OUTCOMES:

On successful completion of  this course, the student will be

able to:

1. Gain  fundamental knowledge on Electronic devices and

circuits and Characteristics of electronic devices

2. Analyze numerical and analytical problems in Regulated

Power Supply, Transistor biasing circuits, Transistor

amplifiers, Feedback amplifiers and Oscillators

3. Design the electronic circuits like- Regulated Power Supply,

Transistor biasing circuits, Transistor amplifiers, Feedback

amplifiers and Oscillators

4. Solve engineering problems and arrive at optimal solutions

pertaining to Electronic circuits.
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DETAILED SYLLABUS:

UNIT-I: PN JUNCTION DIODE
PN Junction Diode Equation, Volt-Ampere (V-I) Characteristics,
Temperature Dependence of V-I Characteristics, Ideal Versus
Practical, Static and Dynamic Resistances, Diode Equivalent circuits,
Break down Mechanisms in semiconductor Diodes, Zener Diode
Characteristics.

UNIT-II: RECTIFIERS AND FILTERS
PN Junction as a Rectifier, Halfwave rectifier, ripple factor, Fullwave
rectifier, Bridge Rectifier, Harmonic components in a rectifier circuit,
Inductor filter, Capacitor filter, L-section filter, pi-section filter, Use of
Zener Diode as a Regulator.

UNIT-III: BIPOLAR JUNCTION TRANSISTOR (BJT)
Transistor construction, BJT Operation, BJT Symbol, Transistor as an
Amplifier, Transistor currents and their relations, Input & Output
Characteristics of a Transistor in  CB, CE and CC Configurations, BJT
specifications.

UNIT-IV: TRANSISTOR BIASING AND STABILIZATION
Operating Point, DC and AC Load Lines, Importance of Biasing, Fixed
Bias, Emitter Feedback Bias, Collector to Emitter Feedback Bias,
Voltage Divider Bias, Bias Stability, Stabilization against Variations
in VBE and .

UNIT-V: BIPOLAR JUNCTION TRANSISTOR AMPLIFIERS
BJT Hybrid Modeling for CB, CE and CC Configurations, Determination
of h-Parameters from Transistor Characteristics, Comparison of CB,
CE and CC configurations, Simplified Hybrid Model.

UNIT-VI: FIELD EFFECT TRANSISTOR
Junction Field Effect Transistor (Construction, Principle of Operation,
Symbol) - Pinch-Off Voltage - Volt-Ampere Characteristics, MOSFET
Characteristics in Enhancement and Depletion Modes, Small Signal
Model of JFET & MOSFET.

FET AMPLIFIERS: Common Source, and Common Drain Amplifiers
using FET, Generalized FET Amplifier, Biasing of FET, Comparison
between BJT and FET.
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UNIT-VII: FEEDBACK AMPLIFIERS AND OSCILLATORS
(Qualitative Treatment)
Feedback Concepts, Types of Feedback Circuits (block diagram
representation), General characteristics of negative feedback
amplifier, Effect of Feedback on Amplifier characteristics. Barkhausen
criterion, Hartley & Colpitts oscillators, Phase Shift Oscillators and
Crystal Oscillator.

UNIT-VIII: SPECIAL PURPOSE ELECTRONIC DEVICES
Principle of Operation and Characteristics of Tunnel Diode, Uni-
Junction Transistor (UJT), Varactor Diode, Silicon Control Rectifier
(SCR) and applications.

TEXT BOOKS:
1. J. Millman, Christos C. Halkias, Electronic Devices and Circuits,

1991 edition, TMH, 2008.
2. R.L. Boylestad and Louis Nashelsky, Electronic Devices and

Circuits, 9th edition, PHI, 2006.
3. David A. Bell, Electronic Devices and Circuits, 5th edition, Oxford

University press, 2008.

REFERENCE BOOKS:
1. J. Millman and Christos C. Halkias, Integrated electronics,

1
st
 edition, TMH, 2004.

2. K. Lal Kishore, Electronic Devices and Circuits, 2
nd

 edition, BSP,
2005.

3. Rober T. Paynter, Introduction to Electronic Devices and Circuits,
Pearson Education.

4. S. Salivahana, N. Suresh Kumar, A. Vallavaraj, Electronic Devices
and Circuits, 2

nd 
edition, TMH, 2008.
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II B.Tech. I Semester

10BT30221: BASIC ELECTRICAL ENGINEERING

Int. Marks Ext. Marks Total Marks L   T   P   C
      30       70      100 4   1   -   4

PREREQUISITES: A course on "Engineering physics".

COURSE DESCRIPTION: Basics of electrical circuits and mea-

suring instruments; principle of operation, characteristics and

applications of DC machines, transformers, induction motor and

special machines.

COURSE OUTCOMES:

On successful completion of this course, the student will be
able to:

1. Demonstrate potential knowledge in.

• Basics of electrical circuits and measuring instruments,

• Construction, operation and working principle of various
machines.

2. Analyze the circuits for electrical parameters.

3. Demonstrate evaluating skills in solving the electrical circuits
and performance characteristics of various machines.
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DETAILED SYLLABUS:

UNIT-I: INTRODUCTION TO ELECTRICAL ENGINEERING

Essence of electricity - Basic circuit components - Basic definitions:

Electric field - Electric   Current -  Potential and potential difference
- EMF - electric power - Ohm's law - resistive networks - Inductive

networks - capacitive networks - Kirchoff's laws - series parallel

circuits - star delta and delta star transformations - fuses - earthing.

UNIT-II: NETWORK ANALYSIS

Basic Definitions: Node - Path - Loop - Branch - Nodal analysis-

Mesh analysis- Source Transformation Technique -Problems.

Network Theorems: Superposition - Thevenin's - Maximum Power

Transfer Theorems.

UNIT-III: ALTERNATING QUANTITIES

Principle of AC voltages - wave forms and basic definitions - RMS
and average values of alternating currents and voltage - form factor

and Peak factor - phasor representation of alternating quantities -

the J operator and phasor algebra - analysis of AC circuits with

single basic network element - single phase series and parallel RLC
circuits - power factor.

UNIT-IV: THREE PHASE CIRCUITS

Introduction - polyphase systems - advantages - star and delta

connection - voltages and currents in balanced star and delta

connections - numerical problems - advantages of star and delta
connections.

UNIT-V: DIRECT CURRENT MACHINES

Constructional details of a DC machine - principle of operation of a

DC generator - types of DC generators - emf equation of a generator

- Applications.

DC motors - Principle of operation - types of DC motors - Torque

equation - losses and efficiency-Applications.
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UNIT-VI: ALTERNATING CURRENT MACHINES

Transformers - principle of operation - constructional details - losses
and efficiency - regulation of transformer - testing of Transformers:
OC and SC test- Simple problems.

Three phase Induction motors: Constructional details- principle of
operation - slip - rotor frequency.

UNIT-VII: SPECIAL MACHINES

Single phase induction motors - Principle of operation - Shaded pole
motors - Capacitor motors - AC servomotor - AC tachometers -
Synchros - Stepper Motors - Characteristics - voltage stabilizers,
uninterruptible power supply (UPS).

UNIT-VIII: BASIC MEASURING INSTRUMENTS

Introduction - classification of instruments - operating principles -
essential features of measuring instruments - Permanent Magnet
Moving Coil (PMMC) and moving iron instruments (voltmeters and
ammeters) - Digital multimeters.

TEXT BOOKS:

1. T.K. Nagasarkar and M.S. Sukhi ja, Basic Electr ical
Engineering, Oxford University press, 2009.

2.   BL Theraja and AK Theraja, A text book of electrical technology in
SI units, vol: 2, 2010.

REFERENCE BOOKS:

1. D.P. Kothari and I. J. Nagrath, Theory and problems of Basic
Electrical Engineering, Prentice Hall of India, 2009.

2. V.K. Mehta, Rohit Mehta, Principles of electrical engineering,
S. Chand and Company Ltd., 2006

3. V.K. Mehta, Rohit Mehta, Principles of power systems, S. Chand
and Company Ltd., 2006.

4. M.S. Naidu and S. Kamakshaiah, Basic Electrical Engineering, Tata
McGraw Hill Publications Ltd, 2009.
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II B.Tech. I Semester

10BT30422: DIGITAL LOGIC DESIGN

Int. Marks Ext. Marks Total Marks L   T   P   C
      30       70      100 4   1   -   4
PREREQUISITES: Nil

COURSE DESCRIPTION: Introduction to number systems;

logic gates; simplification of switching functions; Design of

combinational circuits; Basics of Programmable Logic

Devices(PLDs); Implementation of Boolean Functions using

PLDs, Design of sequential circuits; Algorithmic State

Machines.

COURSE OUTCOMES:

On successful completion of this course, the student will
be able to:

1.  Gain knowledge in:

• Basic theorems, properties and postulates of Boolean algebra.

• Minimization of switching functions using Map method and
Tabular method.

• Design of combinational and sequential circuits.

• Realization of Boolean functions using PLD's.

• ASM charts.

2. Perform analysis of reduction of boolean functions and
implementation using PLDs.

using PLDs.

3. Design and develop various combinational and sequential
circuits.

4.   Solve engineering problems and arrive at optimal solutions
pertaining to Digital Electronics.

.
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UNIT-I: BINARY SYSTEMS
Digital Systems, Binary Numbers, Number base conversions, Octal
and Hexadecimal Numbers, complements, Signed binary numbers,
Binary codes, Binary Storage and Registers, Binary logic.

UNIT-II: BOOLEAN ALGEBRA AND LOGIC GATES
Basic Definitions, Axiomatic definition of Boolean algebra, Basic
theorems and properties of Boolean algebra, Boolean functions
canonical and standard forms, other logic operations, Digital logic
gates, integrated circuits.

UNIT-III: GATE – LEVEL MINIMIZATION
The k-map method - Four-variable map, Five-Variable map, product
of sums simplification Don’t-care conditions, NAND and NOR
implementation other Two-level implementations, Exclusive – OR
function, Hardware Description language (HDL).

UNIT-IV: COMBINATIONAL LOGIC
Combinational Circuits, Analysis procedure, Design procedure, Binary
Adder-Subtractor , Decimal Adder, Binary multiplier, magnitude
comparator, Decoders, Encoders, Multiplexers,HDL for combinational
circuits.

UNIT-V: SYNCHRONOUS SEQUENTIAL LOGIC
Sequential circuits, latches, Flip-Flops, Analysis of clocked sequential
circuits, HDL for sequential circuits, State Reduction and Assignment,
Design Procedure.

UNIT-VI: REGISTERS AND COUNTERS
Registers, shift Registers, Ripple counters, synchronous counters,
other counters, HDL for Registers and counters.

UNIT-VII: MEMORY AND PROGRAMMABLE LOGIC
Introduction, Random-Access Memory, Memory Decoding, Error
Detection and correction, Read-only memory, Programmable Logic
Array, Programmable Array Logic, Sequential Programmable Devices.

UNIT-VIII: ASYNCHRONOUS SEQUENTIAL LOGIC
Introduction, Analysis Procedure, Circuits with Latches, Design
Procedure, Reduction of state and Flow Tables, Race- Free State
Assignment Hazards, Design Example.

DETAILED SYLLABUS:
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TEXT BOOKS:
1. M. Morris Mano, Digital Design, 3rd edition, Pearson Education/

PHI, 1999.
2. Roth, Fundamentals of Logic Design, 5

th
 edition, Thomson, 2004.

REFERENCE BOOKS:
1. Zvi. Kohavi, Switching and Finite Automata Theory, Tata McGraw

Hill, 2004.
2. C.V.S. Rao, Switching and Logic Design, 3

rd
 edition, Pearson

Education, 2009.
3. Donald D.Givone, Digital Principles and Design, Tata McGraw Hill,

2002.
4. M. Rafiquzzaman, Fundamentals of Digital Logic and Micro

Computer Design, 5
th
 edition, John Wiley, 2005.
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II B.Tech. I Semester

10BT30501: DISCRETE MATHEMATICAL
             STRUCTURES

Int. Marks Ext. Marks Total Mark s
L   T   P   C

      30       70      100 4   1   -   4

PREREQUISITES:A course on "Engineering Mathematics".

COURSE DESCRIPTION: Mathematical Logic; Predicates;
Relations; Algebra Structures; Mathematical Reasoning;
Recurrence Relations; Graphs; Graph Theory and its applica-
tions.

COURSE OUTCOMES:

On successful completion of this course, the student will be
able to:

1. Gain knowledge in mathematical logic, algebraic structures,
relations, recurrence relations and mathematical reasoning.

2. Analyze and prove given statement by contradiction and
automatic theorem.

3. Design and develop network applications using Prim's and
Kruskal's algorithms.

4. Apply the concepts of graph theory, permutation,
combinations and counting principle in solving real-time
problems.
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UNIT–I: MATHEMATICAL LOGIC

Statements and notations, Connectives, Well formed formulae, Truth
Tables, Tautology, Equivalence of formulae, Normal forms.

UNIT-II: PREDICATES

Predicate Calculus, Free and Bound variables, Rules  of inference,
Consistency, Proof of contradiction and Automatic Theorem Proving.

UNIT-III: RELATIONS

Properties of binary relations, Equivalence relations, Compatibility
relations, Partial ordering relations, Hasse diagram and related
applications.

Functions: Inverse Functions, Composition of functions, Recursive
functions, Lattice and its Properties.

UNIT-IV: ALGEBRAIC STRUCTURES

Algebraic System-Examples and General Properties Semi Groups
and Monoids, Groups, Subgroups, Homomorphism and Isomorphism.

UNIT-V: MATHEMATICAL REASONING

Methods of Proof, Mathematical Induction.

Counting: Basics of  counting, The Inclusion- Exclusion Principle,
The Pigeon hole principle, Permutations and Combinations, Genera-
lized Permutations and Combinations.

UNIT-VI: RECURRENCE RELATIONS

Generating Functions of Sequences, Calculating coefficients of
Generating function, Recurrence relation, solving recurrence
relations by substitution and Generating functions, Methods of
Characteristic Roots, Solutions of Inhomogeneous Recurrence
Relation.

UNIT-VII: GRAPHS

Introduction to Graphs, Types of Graphs, Graph basic terminology

DETAILED SYLLABUS:
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and Special types of simple graphs, Representation of Graphs and
graph Isomorphism, Euler Paths and Circuits, Hamiltonian Paths
and Circuits, Planar Graphs, Euler's Formula and Graph Coloring,
4-color theorem, 5-color theorem.

UNIT-VIII: GRAPH THEORY AND ITS APPLICATIONS

Introduction to Trees, Properties of Trees, Applications of Trees,
Spanning Trees, Counting trees, Depth-First Search, Breadth-First
Search, Minimum Spanning Trees, Kruskal's Algorithm and Prim's
Algorithm.

TEXT BOOKS:

1. J.P. Trembly and R. Manohar, Discrete Mathematical Structures
with Applications to Computer Science, Tata McGraw Hill, 1997.

2. Kenneth H. Rosen, Discrete Mathematics and its Applications, 6
th

edition, Tata McGraw Hill, 2007.

REFERENCE BOOKS:

1. Joe L.Mott and Abraham Kandel, Discrete Mathematics for
Computer Scientists and Mathematicians, 2

nd 
edition,  Prentice

Hall of India Private Limited, 2004.

2. C.L. Liu and D.P. Mohapatra, Elements of Discrete Mathematics,
3

rd 
edition,  McGraw Hill, 2008.

3. Ralph P. Grimaldi and B.V.Ramana, Discrete and Combinatorial
Mathematics- An Applied Introduction, 5

th 
edition, Pearson

Education, 2006

4. D.S Mallik and M. K Sen, Discrete Mathematical Structures: Theory
and Applications, Course Technology, 2004.
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II B.Tech. I Semester

  10BT30502:  DATA STRUCTURES

Int. Marks Ext. Marks Total Marks L   T   P   C

      30       70      100 4   1   -   4

PREREQUISITES: A course on "Problem Solving and Computer
Programming"

COURSE DESCRIPTION: Introduction to Data Structures - ADT,
Sorting and Searching; Linear Lists; Stacks and Queues; Non-

Linear Lists; AVL Trees; Multiway Trees, Graphs and Hash Tables.

COURSE OUTCOMES:

On successful completion of this course, the student will be able

to:

1. Acquire knowledge on:

       • Linked Lists and Queues

       • Trees and Graphs.

2. Select and apply data structures: Lists, Queues, Trees and

Graphs to manage data in real time applications.

3. Gain problem solving skills through various linear and non-

linear data structures.

4. Apply searching and sorting techniques to find required data

and arrange elements in ascending and descending order in

large databases.
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UNIT-I: INTRODUCTION TO DATA STRUCTURES

Definition, Classification, The Abstract Data Type (ADT), model for
ADT, ADT implementation, Generic code for ADTs.

Sorting: Sort concepts, Merge sort, Shell sort, Quick sort, Heap sort.

Searching: Sequential search, variations on sequential search,
Binary search, Fibonacci search.

UNIT-II: GENERAL LINEAR LISTS

Singly linked list, Basic Operations, Implementation, List ADT,
Circularly linked lists, Doubly linked lists, Multi linked lists.

UNIT-III: STACKS AND QUEUES

Basic stack operations, Stack linked list, implementation, Stack ADT,
Appli cati ons: Reversing data, Convert Decimal  to binary,
Postponement.

Queues: Queue operations, Queue linked list design, Queue ADT,
Applications: Categorizing data, Queue simulations.

UNIT-IV: NON LINEAR LISTS

Basic tree concepts, Binary trees: properties, traversals, expression
trees, Binary search trees: Basic concepts, Operations, Binary Search
Tree ADT, Threaded trees.

UNIT-V: AVL TREES

Basic Concepts, Balance Factor, implementation, ADT, Algorithms,
And Applications: Count words.

Heaps: Basic Concepts, Implementation, ADT, Heap Application.

UNIT-VI: MULTIWAY TREES

M-way search trees, B-trees: Implementation- Insertion, Deletion,
Balance, Combine, Traversal, Search, B-tree ADT, Simplified B-trees,
lexical search trees.

UNIT-VII: GRAPHS

Basic Operation, Review of traversals- Breadth First Traversal, Depth
First Traversal, Graph storage structures, Graph ADT, Networks:
Minimum spanning trees, Shortest path algorithm.

DETAILED SYLLABUS:
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UNIT-VIII: HASH TABLES
Introduction, Hash Table structure, Hash functions, Linear open
Addressing, Chaining, Applications.

File Organizations: Introduction, Files, Keys, Basic File Operations,
Heap Organization, Sequential File Organization, Indexed Sequential
File Organization, Direct File Organization.

TEXT BOOKS:
1. Richard F.Gilberg, Behrouz A.Forouzan, Data Structures- A

pseudocode Approach with C, 2nd edition, Cengage Learning,
2007.

2. G.A.V. Pai, Data Structures and Algorithms, Tata McGraw Hill, 2009.

REFERENCE BOOKS:
1. J. Tremblay, P. Sorensen, An introduction to data structures with

Applications, 2
nd 

edition, Tata   McGraw-Hill, 1984.

2. M. Weiss, Data Structures and Algorithm Analysis in C++,
2

nd
 edition, Pearson Education,  2002.

3. E. Horowitz, S. Sahni, D. Mehta,Fundamentals of Data Structures
in C++, Galgotia Book Source, New Delhi, 1995.

4. Y. Langsam, M. Augenstin and A. Tannenbaum, Data Structures
using C and C++, 2

nd 
edition, Prentice Hall of India, 2002.

5. A. Drozdek, Thomson Brookes, Data Structures in C++, 2
nd

edition, COLE Books, 2002.
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II B.Tech. I Semester

  10BT30431: ANALOG AND DIGITAL ELECTRONICS
LAB

Int. Marks Ext. Marks Total Marks L   T   P   C

      25       50      75 -   -    3   2

PREREQUISITES: Courses on “Electronic Devices & Circuits

and Digital Logic Design"

COURSE DESCRIPTION: Identification and testing of active and

passive components; RPS, DMM, Function Generator, CRO; Diode

characteristics; Rectifiers; BJT and FET characteristics; UJT and

SCR characteristics; BJT amplifiers; Realization of FFs, Combina-
tional Circuits, sequential Circuits; Demonstration on VHDL

Programme.

COURSE OUTCOMES:

On successful completion of this course, the student will be able

to:

1. Analyze the characteristics of different electronic devices and

circuits like

       • Diodes-PN Junction Diodes, Zener Diodes, SCR

      • Transistors-BJT,FET,UJT

      • Flip Flops-JK FF,D FF

      • Combinational  Circuits-HA,FA

      • Sequential Circuits -Counters

2. Design and analyze the electronic circuits like BJT Amplifiers,

Oscillators, Combinational Circuits and Sequential Circuits.

3. Solve engineering problems by proposing potential solutions

leading to Design of better electronic circuits.
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PART A

ELECTRONIC WORKSHOP PRACTICE (Only for Viva-Voce)

1. Identification, Specifications, Testing of R, L, C Components
(Colour Codes), Potentiometers, Switches (SPDT, DPDT, and
DIP), Coi ls, Gang Condensers, Relays, Bread Boards.

Identification, Specifications and Testing of Active Devices:
Diodes, BJTs, Low-power JFETs, MOSFETs, LEDs, LCDs, SCR, UJT,
Linear and Digital ICs.

PART B

ANALOG DEVICES AND CIRCUITS (Minimum seven experiments
to be conducted)

1. PN Junction and Zener diodes characteristics
2. Ripple Factor and Load Regulations of Rectifier with and without

filters (Full wave or Half wave)
3. Input and Output characteristics of Transistor in CE configuration

4. Drain and Transfer Characteristics of JFET
5. Gain and Frequency response of CE Amplifier
6. Gain and Frequency response of Feedback Amplifier (Voltage

series or current series)
7. Frequency of oscillations of Hartley and Colpitts Oscillator
8. UJT relaxation oscillator
9. SCR characteristics

PART C

DIGITAL CIRCUITS

Realization of

1. Flip Flops using Logic Gates

2. Two Problems on Combinational Circuits

3. Asynchronous Counter

4. Synchronous Counter

Demonstration of

5. VHDL Programme

DETAILED SYLLABUS:
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II B.Tech. I Semester

10BT30511: DATA STRUCTURES LAB

Int. Marks Ext. Marks Total Marks L   T   P   C
      25       50      75 -    -   3   2
PREREQUISITES: A course on "Problem Solving and
Computer Programming".

COURSE DESCRIPTION: Implementation of various linear
and non-linear data structures and sorting, searching and
hashing using C Language.

COURSE OUTCOMES:

On successful completion of this course, the student will be
able to:

1. Design and implement linear and non-linear data struc-
tures like stacks, queues, linked list, trees and graphs.

2. Develop solutions to searching and sorting applica-
tions.

3. Ability to use modern software tools for design and
implementation of data structures.

4. Apply hash tables in designing dictionary applications.
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 DETAILED SYLLABUS:

1. a. Implement Quick sort algorithm on the list L={67, 78, 34,
11, 99, 42, 56, 23}and display the output list at the end
of each pass.

     b. Implement Merge sort algorithm on the lists L1={ 123,
678, 345, 225, 890, 650,111 }, L2= {654, 789, 912, 144,
255, 666}

2.  a. Implement Heap sort for the list L= {H, V, A, T, L, M, K, U}

     b. Implement Heap sort for the list L of Week1 (a).

3.  Implement binary search and Fibonacci search algorithms on
an order li st
L={2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20}
Undertake search for the elements in the list { 3, 18,1,25}.
Compare the number of keys comparisons made during the
searches.

4. Write a program to implement the following operations on
singly linked list

i)  Creation

ii) Insertion

iii) Deletion

iv) Display

5. Write a menu driven program which will maintain a list of car
models, their price, name of the manufacturer, engine capacity
etc., as a doubly linked list.  The menu should make provisions
for inserting information pertaining to new car models, delete
obsolete models, update data such as price besides answering
queries such as listing all car models with in a price range
specified by the client and listing all details given a car model.

6. Write a C program to implement the following using an array.

i) Stack ADT ii) Queue ADT
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7. Write a C program to implement the following using a single
linked list.

i) Stack ADT ii) Queue ADT

8. Write a  C program to perform the following operations:

i) Insert an element into a binary search tree.

ii) Delete an element from a binary search tree.

iii)  Search for a key element in a binary search tree.

9. Write a C program that uses recursive functions to traverse the
given binary tree in

i) Preorder ii)   Inorder iii) Postorder (Non recursive)

10. Write a C program to perform the following operation.

i) Insertion into an AVL - tree

ii) Deletion from an AVL - tree

11. Write a C program to perform the following operations

i) Insertion  into a B - tree

ii) Deletion from a B - tree

12. Write a C program for the implementation of BFS (Breadth First
Search) and DFS (Depth First Search) for a given adjacency
matrix.

Adjacency Matrix for a Simple Graph:

Example : Given a graph G as follows

From the chart above, the adjacency matrix for the graph G is:
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13. a. Implement a hash table using an array data structure. Design
functions to handle overflows using i) linear probing ii)
quadratic probing iii) rehashing for a set of keys.

b. Implement a hash table for a given set of keys using chaining
method of handling overflows. Maintain the chains in the
ascending order of keys.  Design a menu driven front end to
perform the insert, delete, and search operations on the hash
table.

TEXT BOOKS:
1. Richard F.Gilberg , Behrouz A.Forouzan, Data Structures- A

pseudocode Approach with C, 2nd edition, Cengage Learning,
2007.

2. G.A.V. Pai, Data Structures and Algorithms, Tata McGraw Hill, 2009.

REFERENCE BOOKS:
1. J. Tremblay, P. Sorensen, An introduction to data structures with

Applications, 2
nd

 edition, Tata   McGraw-Hill, 1984.

2. M. Weiss, Data Structures and Algorithm Analysis in C++, 2
nd

edition, Pearson Education,  2002.

3. E. Horowitz, S. Sahni, D. Mehta,Fundamentals of Data Structures
in C++, Galgotia Book Source, New Delhi, 1995.

4. Y. Langsam, M. Augenstin and A. Tannenbaum, Data Structures
using C and C++, 2

nd
 edition, Prentice Hall of India, 2002.

5. A. Drozdek, Thomson Brookes, Data Structures in C++, 2
nd

 edition,
COLE Books, 2002.
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II B.Tech. II Semester

10BT3BS02: ENVIRONMENTAL SCIENCES

Int. Marks Ext. Marks Total Marks L   T   P   C
      30       70      100 4   1   -   4

PRE-REQUISITES: A course on "Basic Sciences".

COURSE DESCRIPTION: Introduction to environment, Need
for public awareness; Natural resources, conservation and
management; Ecology and ecosystems; Biodiversity, conser-
vation and management; Environment pollution and Control;
Social issues and environment; Human population and envi-
ronment; Field study and analysis.

COURSE OUTCOMES:

On successful completion of this course, the student will be
able to:

1.   Demonstrate knowledge in
          •   Different components of environment and
               natural  resources.

•    Green technology
•    Ecology and Ecosystems
•    Biodiversity and its conservation
•    Population and Human health

2. Identify sources of pollution and provide suggestions for

    protection of natural resources.

3. Follow environmental ethics to protect the diversified eco-

   systems and make environment sustainable.
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DETAILED SYLLABUS:

UNIT-I: INTRODUCTION TO ENVIRONMENTAL SCIENCES

Definition and concept of the term environment - Various components

of environment - Abiotic and biotic - Atmosphere - Hydrosphere -

Lithosphere - Biosphere - Inter relationships - Need for public

awareness - Role of important national and international individuals

and organizations in promoting environmentalism.

UNIT-II:  NATURAL RESOURCES, CONSERVATION AND

MANAGEMENT

Renewable and Non renewable resources and associated problems

- Forests: Deforestation, Causes, effects and remedies - Effects of

mining, dams and river valley projects - case studies; Water

resources: Water use and over exploitation - Conflicts over water -

Large dams - benefits and problems; Food resources : World food

problems - Adverse effects of modern agriculture - Fertilizer and

pesticide problems; Land resources: Land degradation - Land slides-

Soil erosion - desertification- water logging - salinity - Causes, effects

and remedies; Mineral resources: Mining - Adverse effects; Energy

resources: Growing needs - Renewable and Non renewable

resources - Alternate resources: Coal, Wind, Oil, Tidal wave, Natural

gas, Biomass and Biogas, Nuclear energy, Hydrogen fuel and Solar

energy - Impact on environment - Sustainable life styles.

UNIT-III: ECOLOGY AND ECOSYSTEMS

Definitions and concepts - Characteristics of ecosystem - Structural

and functional features - Producers, consumers and decomposers

and food webs - Types of ecosystems - Forests grassland, desert,

crop land, pond, lake, river and marine ecosystems - Energy flow in

the ecosystem - Ecological pyramids - Ecological successions.

UNIT-IV: BIO DIVERSITY, CONSERVATION AND MANAGEMENT

Introduction - Definition and concept of biodiversity - Value of

biodiversity  - Role of biodiversity in addressing new millennium

challenges - Global, national biodiversity - Hot spots of biodiversity
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Threats to biodiversity - Man and wild life conflicts - Remedial
measures - Endemic, endangered and extinct species - In-situ and
ex-situ conservation of biodiversity.

UNIT-V: ENVIRONMENTAL POLLUTION AND CONTROL

Definition, causes, adverse effects and control measures of air pollution,
indoor pollution, water pollution, soil pollution, marine pollution, noise
pollution, thermal pollution, nuclear pollution - Solid waste management
- Causes, effects, control and disposal methods - Role of individuals in
the prevention of pollution - Hazards and disaster management - Floods
- Earthquakes - Tsunamis - Cyclones - Land slides - Case studies.

UNIT-VI: SOCIAL ISSUES AND THE ENVIRONMENT

Concept of sustainable development - Methods of rainwater
harvesting - Watershed management - Waste land reclamation -
Green cover - Green power -  Green technology - Resettlement and
rehabilitation of people and related problems - Case studies - Issues
and possible solutions - Greenhouse effect and global warming -
Carbon credits - Acid rains -  Ozone layer depletion - Causes, effects
and remedies -  Consumerism and waste production - Environment
protection acts - Air act - Water act - Forest conservation act - Wild
life protection act - Issues involved in the enforcement.

UNIT-VII: HUMAN POPULATION AND ENVIRONMENT

Population growth and its impact on environment - Environmental
ethics - Family welfare programmes - Human health: T.B., Cancer,
HIV/AIDS - Causes, effects and remedies - Occupational health
hazards - Human rights - Important international protocols and
conventions on environment.

UNIT-VIII:

FIELD WORK/ENVIRONMENTALIST'S DIARY/ASSIGNMENTS/SEMINARS

TEXT BOOKS:

1. Erach Barucha, Environmental Studies, 1st edition, Universities
Press, Hyderabad, 2010.

2. A. Kaushik and Kaushik, Environmental Studies, 3rd edition, New
Age International Publishers, 2011.
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REFERENCE BOOKS:

1. Desh wal,  Environmental Studies, 2
nd

 edi ti on, Khanna
Publications, New Delhi, 2010.

2. Rajagopalan, Environmental Studies, 1
st
 edition, Oxford

University Press, 2009.

3. Joseph Benny, Environmental Studies, 2
nd

 edition, Tata McGraw-
Hill, New Delhi, 2010.
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II B.Tech. II Semester

10BT40501:COMPUTER ARCHITECTURE AND
         ORGANIZATION

Int. Marks Ext. Marks Total Marks L   T   P   C

      30       70      100 4   1   -   4

PREREQUISITES: A course on "Digital Logic Design".

COURSE DESCRIPTION: Structure of Computers; Register

Transfer and Micro-Operations; Micro-programmed Control;

Pipeline and Vector Processing; the Memory System,

Input-Output Organization; Multi-Processors and Case

studies.

COURSE OUTCOMES:

On successful completion of this course, the student will be

able to:

1. Acquire knowledge on organization of basic building

blocks of digital computer, Peripheral devices, Buses,

Register Transfer Language, Communication protocols,

Multiprocessors, RISC and CISC architectures.

2. Understand the operation of the arithmetic unit and

implementation of fixed-point and floating-point ad-

dition, subtraction, multiplication & division.

3. Apply concepts of pipelining, vector processing and

multiprocessing to enhance the performance.
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DETAILED SYLLABUS:

UNIT-I: STRUCTURE OF COMPUTERS

Computer Types, Functional Units, Basic Operational concepts, Von-

Neumann Architecture, Bus Structures, Software, Performance,

Multiprocessors and Multicomputers.

Computer Arithmetic: Review of Representation of Information,

Addition and Subtraction, Multiplication and Division Algorithms,

Floating-Point Arithmetic Operation, Decimal Arithmetic Unit, Decimal

Arithmetic operations.

UNIT-II: REGISTER TRANSFER AND MICRO-OPERATIONS

Register Transfer language, Register Transfer, Bus and memory

transfers, Arithmetic Micro-operations, Logic Micro-operations, Shift

Micro-operations, Arithmetic logic shift unit, Instruction Codes,

Computer Registers, Computer Instructions, Instruction Cycle, Timing

and Control, Memory-Reference Instructions, Input-Output and

Interrupt.

Central Processing Unit: Stack Organization, Instruction Formats,

Addressing Modes, Data Transfer and Manipulation, Program

Control, Reduced Instruction Set Computer (RISC). Comparison of

RISC and CISC.

UNIT-III: MICROPROGRAMMED CONTROL

Control Memory, Address Sequencing, Micro-program Example,

Design of Control Unit, Hardwired Control, Micro-programmed

Control, Nanoprogramming.

UNIT-IV: PIPELINE AND VECTOR PROCESSING

Parallel Processing, Pipelining, Arithmetic Pipeline, Instruction

Pipeline, RISC Pipeline, Data Hazards, Instruction Hazards, Influence

on Instruction sets, Data Path & Control Consideration, Superscalar

Operations, Vector Processing, Array Processors.
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UNIT-VI: INPUT-OUTPUT ORGANIZATION (ADVANCED)INPUT-
Input-Output Processor (IOP), Serial communication, Introduction
to peripheral component Interconnect (PCI) bus, Introduction to
Standard Serial Communication Protocols Like RS232, USB, and
IEEE1394.

UNIT-VII: MULTIPROCESSORS

Characteristics of Multiprocessors, Interconnection Structures,
Interprocessor Arbitration, Interprocessor Communication and
Synchronization, Cache Coherance, Shared Memory Multiprocessors.

UNIT-VIII: CASE STUDIES

CISC Architecture - PentiumIV,  RISC Architecture - PowerPC.

TEXT BOOKS :
1. M. Moris Mano, Computer System Architecture, 3

rd
 edition,

Pearson/PHI, 2008.
2. William Stallings, Computer Organization and Architecture, 6

th

edition, Pearson/PHI.

REFERENCE BOOKS:
1. Carl Hamacher, Zvonks Vranesic, SafeaZaky, Computer

Organization, 5
th
 edition, McGraw Hill, 2002.

2. Andrew S. Tanenbaum, Structured Computer Organization, 4
th

edition, PHI/Pearson
3. Sivarama P. Dandamudi, Fundamentals of Computer Organization

and Design, Springer Int. Edition, 2003.
4. John P. Hayes, Computer Architecture and Organization, 3

rd
 edition,

Tata McGraw Hill, 1998.

UNIT-V: THE MEMORY SYSTEM

Basic Concepts, Semiconductor RAM, Types of Read-only Memory
(ROM), Cache Memory, Performance Considerations, Virtual Memory,
Secondary Storage, and Introduction to Redundant Array of
Inexpensive Disks (RAID).

Input - Output Organization: Peripheral Devices, Input-Output
Interface, Asynchronous data transfer, Modes of Transfer, Priority
Interrupt, Direct Memory Access (DMA).
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II B.Tech. II Semester

10BT40502:OBJECT ORIENTED PROGRAMMING

Int. Marks Ext. Marks Total Marks L   T   P   C

      30       70      100 4   1   -   4

PREREQUISITES: A course on "Problem solving and Computer

programming".

COURSE DESCRIPTION: Object Oriented Thinking; Polymor-

phism and Inheritance; Basics of Java; Inheritance and Inter-

faces; Exception Handling; Multithreading; Event Handling and

Swings.

COURSE OUTCOMES:

On successful completion of this course, the student will be

able to:

1. Learn object oriented programming principles-Object,

Class, Inheritance, Polymorphism, encapsulation, Ab-

straction, message passing.

2. Gain Problem solving skills using multithreading, event

handling, AWT, swings and applets.

3. Apply C++ and JAVA programming to solve real time prob-

lems and develop advanced applications.

4. Imbibe creative thinking and independently develop novel

applications.
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DETAILED SYLLABUS:

UNIT-I: OBJECT ORIENTED THINKING

Need for OOP paradigm, OOP concepts, methods, classes and

instances, class hierarchies (Inheritance), method binding, overriding

and exceptions. C++ class overview-class definition, objects, class

members, access control, class scope, constructors and destructors,

inline functions, static class members, this pointer, friend functions,

dynamic memory allocation and deallocation.

UNIT-II: POLYMORPHISM AND INHERITANCE

Function overloading, operator overloading, generic programming-

function and class templates, inheritance basics, base and derived

classes, different types of inheritance, base class access control,

virtual base class, function overriding, run time polymorphism using

virtual functions, abstract classes, Streams.

UNIT-III: BASICS OF JAVA

History of Java, Java buzzwords, datatypes, variables, scope and

life time of variables, arrays, operators, expressions, control

statements, type conversion and costing, simple java program,

classes and objects - concepts of classes, objects, constructors,

methods, access control, this keyword, garbage collection,

overloading methods and constructors, parameter passing,

recursion, string handling.

UNIT-IV: INHERITANCE AND INTERFACES

Hierarchical abstractions, Base class object, subclass, subtype,

substitutability, forms of inheritance- specialization, specification,

construction, extension, l imitation, combination, benefits of

inheritance, costs of inheritance. Member access rules, super uses,

using final with inheritance, polymorphism- method overriding,

abstract classes.

Interfaces: Differences between classes and interfaces, defining

an interface, implementing interface, applying interfaces, variables
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in interface and extending interfaces.

UNIT-V: EXCEPTION HANDLING

Concepts of exception handling, benefits of exception handling,
Termination or resumptive models, exception hierarchy, usage of
try, catch, throw, throws and finally, built in exceptions, creating
own exception sub classes.

Packages: Def ining, Creating and Accessing a Package,
Understanding CLASSPATH, importing packages.

UNIT-VI: MULTITHREADING

Differences between multi threading and multitasking, thread life
cycle, creating threads, synchronizing threads.

Applets: Concepts of Applets, differences between applets and
applications, life cycle of an applet, types of applets, creating applets,
passing parameters to applets, Graphics class.

UNIT-VII: EVENT HANDLING

Events, Event sources, Event classes, Event Listeners, Delegation
event model, handling mouse and keyboard events, Adapter
classes, inner classes. The AWT class hierarchy, user interface
components- labels, button, canvas, scrollbars, text components,
check box, check box groups, choices, lists panels - scrollpane,
dialogs, menubar, graphics, layout manager - boarder, grid, flow,
card and grid bag.elegation event model, handling mouse and
keyboard events, Adapter classes, inner classes. The AWT class
UNIT-VIII: SWINGS

Introduction, limitations of AWT, MVC architecture, components,
containers, exploring swing - Japplet, JFrame and JComponent, Icons
and labels, text fields, The JButton class, Check boxes, Radio buttons,
Combo boxes, Tabbed panes, Scroll Panes, Trees and Tables.e

TEXT BOOKS:

1. Robert Lafore, Object-Oriented Programming in C++, 3rd edition,
Waite Group.

2. Herbert schildt, Java the complete reference, 7th editon, TMH.
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REFERENCE BOOKS:

1. Y. Daniel Liang, Introduction to Java programming,  6th edition,
Pearson Education.

2. Core Java 2,  Fundamentals, Cay.S.Horstmann and Gary Cornell,
7th  edition, Pearson Education,Vol 1.

3. S.B.Lippman, C++ primer, 3rd edition, Pearson Education ltd.

4. W.Savitch,  Problem solving with C++, The OOP, 4th edition,
Pearson Education.

5. B. Stroustrup, The C++ Programming Language,  3rd edition,
Pearson Education.
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II B.Tech. II Semester

 10BT50504: OPERATING SYSTEMS

Int. Marks Ext. Marks Total Marks L   T   P   C

      30       70      100 4   1   -   4

PREREQUISITES: Nil

COURSE DESCRIPTION: Operating Systems Overview; Process

management; Concurrency and Synchronization; Deadlocks;

Memory Management; File System; I/ O System; Protection and

Security.

COURSE OUTCOMES:

On successful completion of this course, the student will be
able to:

1. Gain knowledge on: Operating system operations and

services, structures, generations, security and protection.

2. Gain analysis skills on

• CPU scheduling algorithms - FCFS, SJF, Priority and
Round Robin

• Disk Scheduling algorithms - FCFS, SSTF, Scan,
CScan, Look, Clock

• Memory Allocation algorithms - MFT, MVT

• Page replacement algorithms - FIFO, Optimal, LFU, LRU

• File and Directory maintenance.

3. Apply appropriate process synchronization techniques to

real time problems.
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DETAILED SYLLABUS:

UNIT-I: OPERATING SYSTEMS OVERVIEW

Introduction, Operating system operations, Process management,

Memory management, Storage management, Protection and

Security, Distributed Systems, Special purpose systems.

Operating systems structures: Operating system services and

Systems calls, System programs, Operating system structure,

Operating systems generations.

UNIT-II: PROCESS MANAGEMENT

Process concepts, Process state, Process control block, Scheduling

queues, Process scheduling, Multithreaded programming, threads

in UNIX, Comparison of UNIX and Windows.

UNIT-III: CONCURRENCY AND SYNCHRONIZATION

Process synchronization, Critical-section problem, Peterson’s

Solution, Synchronization Hardware, semaphores, Classic problems

of synchroni zation, Readers and Writers problem, Dining-

philosophers problem, Monitors, Synchronization examples(Solaris),

atomic transactions. Comparison of UNIX and Windows.

UNIT-IV: DEADLOCKS

System model, deadlock characterization, deadlock prevention,

detection and avoidance, recovery form deadlock- bankers algorithm.

UNIT-V: MEMORY MANAGEMENT

Swapping, contiguous memory allocation, paging, structure of the

page table, segmentation, virtual memory, demand paging, page-

replacement algorithms, Allocation of frames, Thrashing, case study-

UNIX.

UNIT-VI: FILE SYSTEM

Concept of a file, Access Methods, Directory structure, File system

mounting, File sharing, protection.
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File System implementation: File system structure, fi le system

implementation, directory implementation, allocation methods, free-

space management, efficiency and performance, comparison of UNIX

and Windows

UNIT-VII: I/O SYSTEM

Mass-storage structure: Overview of Mass-storage structure, Disk

structure, disk attachment, disk scheduling algorithms, swap-space

management, stable-storage implementation, Tertiary storage

structure,

I/O: Hardware, application I/O interface, kernel I/O subsystem,

Transforming I/O requests to Hardware operations, STREAMS,

performance.

UNIT-VIII: PROTECTION AND SECURITY

Protection, Goals of Protection, Principles of Protection, Domain of

protection Access Matrix, Implementation of Access Matrix, Access

control, Revocation of Access Rights. Security: The Security problem,

program threats, system and network threats cryptography as a

security tool, user authentication, implementing security defenses,

fire walling to protect systems.

TEXT BOOK:

1. Abraham Silberschatz, Peter Baer Galvin, Greg Gagne,

Operating System Principles, 7
th
 edition, John Wiley.

REFERENCE BOOKS:

1. Stallings, Operating Systems, Internals and Design Principles,

5
th
 edition, Pearson Education, 2006.

2. Andrew S. Tanenbaum, Modern Operating Systems, 2
nd

 edition,

PHI, 2007.

3. Deitel & Deitel, Operating systems, 3
rd
 edition, Pearson

Education, 2008.

4. Crowley, Operating systems Oriented Approach, TMH, 1998.

5. Dhamdhere, Operating systems, 2
nd 

edition, TMH, 2008.
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II B.Tech. II Semester

10BT41201: DATA COMMUNICATIONS

Int. Marks Ext. Marks Total Marks L   T   P   C

      30       70      100 4   1   -   4

PREREQUISITES: A course on "Engineering mathematics".

COURSE DESCRIPTION:Concepts of data communication; Trans-

mission media - metallic and optical fiber; Digitization techniques

- PCM, DPCM, Delta modulation and Adaptive delta modulation;

wireless communication systems; Telephone circuit concepts;

Cellular system concepts; Channel coding; Data communication

Equipment.

COURSE OUTCOMES:

On successful completion of this course, the student will be
able to:

1. Acquire   knowledge in:

• Understanding the   concepts of  data communication

• Modulation and Demodulation   of signals.

• Metallic and optical  fiber transmission.

• Digital transmission

• Wired and wireless  communication systems

• Data communication codes and formats,its equipment.

2. Analyze engineering problems critically in the domain of
data communications and systems.

3. Design and develop digital communication systems.

4. Solve engineering problems for feasible and optimal
solutions in the core area of data communication systems.
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DETAILED SYLLABUS:

UNIT-I: FUNDAMENTALS OF DATA COMMUNICATION

Data communication Network Architecture, Protocols and Standards,

Standards Organi zati ons for Data Communications, Data

Communications Circuits, Serial and parallel Data Transmission, Data

communications Circuit Arrangements, Data communications

Networks.

Signals, Noise, Modulation and Demodulation: Signal Analysis,

Electrical Noise and Signal-to-Noise Ratio, Analog Modulation

Systems, Information Capacity, Bits, Bit Rate, Baud and M-ary

Encoding, Digital Modulation.

UNIT-II: METALLIC CABLE TRANSMISSION MEDIA

Metallic Transmission Lines, Transverse Electromagnetic Waves,

Characteristics of Electromagnetic Waves, Transmission Line

Classifications, Metallic Transmission Line Types, Metallic Transmission

Line Equivalent Circuit, Metallic Transmission Line Losses.

Optical Fiber Transmission Media: Advantages and Disadvantages

of Optical Fiber Cables, Electromagnetic spectrum, Optical Fiber

Communications System Block Diagram, Optical Fiber construction,

The Physics of Light, Velocity of Propagation, Propagation of Light

Through an Optical  f iber Cable, Opti cal Fiber Modes and

Classifications, Optical Fiber Comparison, Losses in Optical Fiber

Cables.

UNIT-III: DIGITAL TRANSMISSION

Pulse Modulation, Pulse Code Modulation (PCM), Dynamic Range,

Signal Voltage -to-Quantization Noise Voltage Ratio, Linear Versus

Nonlinear PCM Codes, Companding, PCM Line Speed.

Multiplexing and T Carriers: Time- Division Multiplexing, T1 Digital

Carrier System, Digital Line Encoding, T Carrier systems,  Statistical

Time - Division Multiplexing, Frame Synchronization, Frequency-

Division Multiplexing, Wavelength- Division Multiplexing.
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UNIT-IV: WIRELESS COMMUNICATIONS SYSTEMS

Electromagnetic Polar ization, Rays and Wave fronts,
Electromagnetic Radiation, Spherical Wave front and the Inverse
Square Law, wave Attenuation and Absorption, Optical Properties
of Radio Waves, Terrestrial Propagation of Electromagnetic
Waves, Skip Distance, Free-Space Path Loss, Basics of
Microwave Communications Systems and Satel li te
Communications Systems.

UNIT-V: TELEPHONE INSTRUMENTS AND SIGNALS

The Subscriber Loop, Standard Telephone Set,  Basic Telephone
Call Procedures, Call Progress Tones and Signals, Cordless
Telephones, Caller ID, Electronic Telephones, Paging systems.

The Telephone Circuit: The Local Subscriber Loop, Telephone
Message- Channel Noise and Noise Weighting, Units of Powers
Measurement, Transmission Parameters and Private-Line Circuits,
Crosstalk.

UNIT-VI: CELLULAR TELEPHONE CONCEPTS AND SYSTEMS

Mobile Telephone Service, Cellular Telephone, Interference, Cell
Splitting, Sectoring, Segmentation, Dualization, Topology,
Roaming and handoff, Network Components, First- Generation
Analog Cellular Telephone, Personal Communications system,
Second-Generation Cellular Telephone Systems.

UNIT-VII: DATA COMMUNICATIONS CODES, ERROR
CONTROL, AND DATA FORMATS

Data Communications Character Codes, Bar Codes, Error Control,
Error Detection, Error Correction, Character Synchronization.

UNIT-VIII: DATA COMMUNICATIONS EQUIPMENT

Digital Service Unit and Channel Service Unit, Voice- Band Data
Communication Modems, Bell Systems- Compatible Voice- Band
Modems, Voice- Band Modern Block Diagram, Voice- Band Modem
Classifications, Asynchronous Voice-Band Modems, Synchronous
Voice-Band Modems, Modem Synchronization, ITU-T Voice- Band
Modem Specifications, 56K Modems, Probability of Error and Bit
Error Rate.
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TEXT BOOK:

1. Wayne Tomasi, Introduction to Data Communications and
Networking, 1st edition, Pearson Education, 2005.

REFERENCE BOOKS:

1. Behrouz A Forouzan,  Data  Communications  and  Networking,
4th edition, TMH, 2006.

2. Fred Halsall,  Data Communications, Computer Networks and Open
Systems, 4th edition, Pearson Education, 1996.
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II B.Tech. II Semester

10BT60501: THEORY OF COMPUTATION

Int. Marks Ext. Marks Total Marks L   T   P   C

      30       70      100 4   1   -   4

PREREQUISITES: Courses on "Discrete Mathematical Struc-
tures", "Digital Logic Design" and "Data Structures".

COURSE DESCRIPTION: Introduction to Automata Theory;
Finite Automata - NFA, DFA; Regular expressions; Formal

Languages; Context Free Languages; Pushdown Automata;
Turing Machines and Linear bounded Automata; Computabil-
ity theory.

COURSE OUTCOMES:

On successful completion of this course, the student will be

able to:

1. Gain knowledge on -Deterministic and Non Deterministic
Finite Automata, t ypes of Turing machines and their
languages, and LR Grammar.

2. Demonstrate analytical and design skills in constructing
Linear bounded automata for the given specifications.

3. Design and develop Parsers using Pushdown Automata,
and Context Free Languages.

4. Gain problem solving skills in Computability theory and
Counter machines to solve real t ime problems.



SVEC10 - Information Technology 105

DETAILED SYLLABUS:

UNIT-I: INTRODUCTION TO THEORY OF AUTOMATA

Strings, Alphabets, Language, Operations on sets, Definition of
an automaton, Description of a Finite Automaton (FA), Transition
systems, Properties of transition functions, Acceptability of a
string by a finite automaton.

UNIT-II: FINITE AUTOMATA

Deterministic Finite Automata(DFA), Nondeterministic Finite
Automata(NFA), The language of a DFA, The Language of an NFA,

NFA with צ-transitions, Equivalence between NFA with and without צ-transitions, 
NFA to DFA conversion, Equivalence between two finite state
machines, Finite automata with output-Mealy and Moore
machines, Minimization of finite automata.

UNIT-III: REGULAR EXPRESSIONS

Regular expressions, Regular sets, Identity rules, Constructing
finite automata for a given regular expressions, Conversion of
finite automata to regular expressions, Pumping lemma for regular
sets, Applications of pumping lemma, Closure properties of regular
sets.

UNIT-IV: FORMAL LANGUAGES

Basic definitions and examples, Chomsky classification of
languages, Languages and their relation, Languages and
automata, Regular grammars- Right linear and Left linear
grammars, Equivalence between regular linear grammar and FA.
Context Free Grammars: Defini t ion of context free
grammars(CFG), Leftmost and rightmost derivations, The
language of a grammar, Sentential forms, Constructing parse
trees, The yield of a parse tree, Ambiguous grammars, Removing
ambiguity from grammars.

UNIT-V: CONTEXT FREE LANGUAGES

Simplification  of  CFG,  Eliminating  useless symbols,  Elimination
of  NULL productions,  Elimination  of  unit productions, Chomsky
Normal   Form (CNF),  Greibach  Normal Form(GNF), Pumping
lemma for context free languages(CFL).
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UNIT-VI: PUSHDOWN AUTOMATA

Definition of pushdown automaton(PDA), The Languages of a PDA,
Equivalence of PDA's and CFG's, Deterministic pushdown automaton.

UNIT-VII: TURING MACHINES AND LINEAR BOUNDED
AUTOMATA

Turing Machine model, Representation of Turing Machines(TM),
Languages acceptabil ity by Turing Machines, Design of Turing
Machines, Computable functions, Recursively enumerable languages,
Church's hypothesis, Counter machine, Types of Turing Machines,
The model of linear bounded automaton(LBA), Turing Machines and
type 0 grammar, Linear bounded automata and Languages.

UNIT-VIII: COMPUTABILITY THEORY

LR(k) grammar, Universal Turing Machines, Undecidable problems
about Turing Machines, Post's Correspondence Problem, The
Classes P and NP, An NP-Complete and NP-Hard Problems.

TEXT BOOK:

1. John E. Hopcroft, Rajeev Motwani and Jeffrey D. Ullman,
Introduction to Automata Theory Languages and Computation,
2nd edition, Pearson Education, 2005.

REFERENCE BOOKS:

1. K.L.P Mishra and N. Chandrashekaran,  Theory of Computer
Science-Automata Languages and Computation,  2nd edition,  PHI,
2003.

2. John C Martin, Introduction to Languages and the Theory of
Computation, 3rd edition, Tata McGraw Hill, 2003.

3. Daniel I.A. Cohen, Introduction to Computer Theory, 2nd edition,
John Wiley, 2007.
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II B.Tech. II Semester

10BT40521: OPERATING SYSTEMS LAB

Int. Marks Ext. Marks Total Marks L   T   P   C

      25       50      75 -   -   3   2

PREREQUISITES: A course on "Problem solving and C pro-

gramming".

COURSE DESCRIPTION:Implementation of various CPU sched-

uling; Deadlock handling algorithms; process Synchronization

algorithms; Memory management Techniques - page replace-

ment and Disk scheduling Algorithms, MFT, MVT;

COURSE OUTCOMES:

On successful completion of this course, the student will be

able to:

1. Gain analyses skills on

• CPU scheduling algorithms - FCFS, SJF, Priority and Round

Robin.

• Disk Scheduling algorithms - FCFS, SSTF, Scan, CScan, Look,

Clock.

• Memory Allocation algorithms - MFT, MVT

• Page replacement algorithms - FIFO, Optimal, LFU, LRU

2. Identify appropriate process synchronization techniques

to real time problems.

3.  Applying banker's algorithm for deadlock detection,

avoidance and prevention.

4. Handle operating system issues independently.
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1. Simulate the following CPU Scheduling algorithms and calculate
waiting time, turn around time.

a. First Come First Served (FCFS)

b. Shortest Job First (SJF)

2. Simulate the following CPU Scheduling algorithms and calculate
waiting time, turn around time.

a. Round Robin

b. Priority

3. Simulate the following Page Replacement algorithms and
calculate the page faults.

a. First in First Out (FIFO)

b. Optimal

4. Simulate the following Page Replacement algorithms and
calculate the page faults.

a. Least Frequently Used (LFU)

b. Least Recently Used (LRU)

5. Simulate the following Disk Scheduling algorithms and calculate
total head movements

a. First Come First Served (FCFS)

b. Shortest Seek Time First (SSTF)

6. Simulate the following Disk Scheduling algorithms and calculate
total head movements.

a. SCAN

b. Circular SCAN (CSCAN)

7. Simulate the following Disk Scheduling algorithms and calculate
total head movements.

a. LOOK

b. Circular LOOK (CLOOK)
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8.   Implement Bankers Algorithm for Deadlock Avoidance.

9.   Implement Bankers Algorithm for Deadlock Prevention

10. Implement the Bounded Buffer Producer - Consumer problem
using Semaphores.

11. Implement the Infinite Buffer Producer - Consumer problem using
Binary Semaphores.

12. Implement the Bounded Buffer Producer - Consumer problem
using Monitors.

13. Implement the Dining Philosopher problem using Semaphores.

14. Simulate the following Disk Scheduling algorithms and calculate
total head movements.

a. Multiprogramming with a fixed number of tasks (MFT)

b. Multiprogramming with a variable number of tasks (MVT)
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II B.Tech. II Semester

10BT40511: OBJECT ORIENTED PROGRAMMING
LAB

Int. Marks Ext. Marks Total Marks L   T   P   C

      25       50      75 -   -   3   2

PREREQUISITES:A course on "Problem Solving and Com-
puter Programming".

COURSE DESCRIPTION:Implementing templates, friend
functions, inheritance and classes using C++, implement-
ing inheritance, pre-defined and user-defined classes and

packages and Graphical User Interface creation using Java.

COURSE OUTCOMES:

On successful completion of this course, the student will

be able to:

1. Understand and implement the concepts and underlying
principles of object oriented programming.

2. Develop efficient Java applets and applications like
calculator using AWT/swing concepts of Java.

3.  Design and develop programs with GUI capabilities by

using Java applets.

4. Apply the concepts of data encapsulation, inheritance,
polymorphism to solve real world applications using

C++.
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1. a. Write a C++ program that prints Student Name, Roll
No., Branch, Marks and display the Total and Division in
the following format after reading the necessary input
(Use \n \t etc..).

Name :: ********

Roll No :: ********

Branch :: ********

Marks :: ********

Total :: ********

Division :: ********

       b. Write a C++ program to perform complex operations
addition, Subtraction, Multiplication and Division using
friend function.

2. a.  Write a program in C++ to perform the following
using the  function template concepts.

i.  To read a set of integers

ii. To read a set of floating point numbers

iii. To read a set of double numbers

Write function for finding average of non-negative
numbers and also calculate the deviation of the numbers.

     b. Write a class Fraction that defines methods addition,
subtraction, multiplication and division of fractions
by overloading basic arithmetic operators.

3. a. Write a C++ program to implement the given hierarchy,
using the appropriate methods.
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 Staff 

Code name 

Offices 

grade 

Teacher 

subject 
publication 

Typist 

speed 

dailywages 

Casual Regular 

salary Consolidated 
Pay 

Ad hoc / 
Consolidated 

Salary- DA, HRA, PF, Dailywages - 200/- per day, Consolidated pay -
Fixed Amount.

b.  Create a base class called shape. Use this class to store two
double type values that could be used to compute the area of
figures.  Derive two specific classes called triangle and rectangle
from the base shape.  Add to the base class, a member function
get data() to initialize base class data members and another
member function display area() to compute and display the area
of figures.  Make display area() as a virtual function and redefine
this function in the derived classes to suit their requirements.

      Using these three classes, design a program that will accept
dimensions of a triangle or a rectangle interactively, and display
the area.

      Remember the two values given as input will be treated as
length of two sides in the case of rectangles, and as base and
height in the case of triangles, and used as follows:

Area of rectangle = x * y

Area of triangle = ½ * x * y

Class Relations
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4. a. Create a class called Date that includes three pieces of
information as instance variables-a month (type int), a day
(type int). Your class should have a constructor that initializes
the three values provided are correct.

    Provide set and get method for each instance variable. Provide
a method display date that displays the month, day, year
separated by forward slashes (/).

   Write a test application named DateTest that demonstrates
Class Date's capabilities.

     b. Create a class huge Integer which uses a 40-element array
of digits to store integers as large as 40 digits each. Provide
Methods: isEqualTo, isNotEqualTo, isGreaterThan, isLessThan,
isGreaterThanorEqual and isLessThanorEqualTo.

   Each method returns a boolean value if the relationship holds
true.

5.  a. Write a program that reads a line of integers (maximum limit
6 digits), and then displays each integers and sum of all the
integers.

       (Hint: Use StringTokenizer class)

 b. Write a program to do the following

a) To print a question "Who is inventor of Java"?

b) To accept the answer

c)  To print out "Good" and then stop, if the answer is correct.

d) To output the message "try again", if the answer is
wrong.

e) To display the correct answer when the answer is wrong
                even at the third attempt and stop.

6. a. Assume that a bank maintains two kinds of account for its
customers, one called saving account and the other current
account. The savings account provides compound interest and
with drawl facilities but no chequebook facility. The current
account provides chequebook facility but no interest.

 Current account holders should also maintain a minimum
balance and if the balance falls below this level a service charge
is imposed.

 Create a class account that stores customer name, account
number and type of account. From this derive the classes
Curr_Acct and Sav_Acct to make them more specific to their
requirements.
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Include the necessary methods in order to achieve the following
tasks:

a) Accept deposit from a customer and update the balance

b) Display the balance.

c) Compute and deposit interest.

d) Permit with drawl and update the balance.

e) Check for the minimum balance, impose penalty, if necessary
and update the balance.

b. Write an inheritance hierarchy for classes Quadrilateral,
Trapezoid, Paral l el ogram, Rectangle and Square. Use
Quadrilateral as the super class of the hierarchy. Make the
hierarchy as deep as possible. Specify the instance variables
and methods for each class. The private instance variables of
Quadrilateral. Write a program that instantiates objects of your
classes and outputs the object's area (except Quadrilateral).

7. a. Write a program to illustrate an inner class by creating an
anonymous object in the main class.

    b. Design an interface 'Moveable Shape' that can be used as a
generic mechanism for animating a shape. A movable shape
must have two methods: move and draw. Write a 'Animation
Panel' class that paints and moves any 'Moveable Shape'
supply movable rectangle and car shapes.

8. a. Write a package called Math that implements class exactly
java.lang.math, with a distinguished set of mathematical
functions and also Date manipulation functions.

    b. Implement Stack ADT using Packages.

9. a. Write a program that converts from 24-hour time to 12-hour
time. Define an exception class IllegalTimeFormat, if the user
enters an illegal time like 11:65 or even gibberish like &&* 68,
throw and catch the exception.

     b. Write a program that calls a method that throws an exception
of type Arithmetic Exception at a random iteration in a for loop.
Catch the Exception in the method and pass the iteration count
when the exception occurred to the calling method by using
an object of an exception class you define.

          Add a finally block to the method to output the iteration count
when the method exists.
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10. a. Write a program that correctly implements producer-consumer
problem using the concept of inter-thread communication.

       b. Write a program that demonstrates time slicing among equal
priority threads, show that a lower priority thread’s execution
is deferred by the time slicing of higher-priority threads.

11. a. Develop an applet that displays a simple message.

b. Develop an applet that receives an integer in one text field,
and computes its factorial value and returns it in another
text field, when the button named "Compute" is clicked.

12. a. Write a Java program for handling Mouse Events.

b. Write a Java program for handling Keyboard Events.

13. Write a Java program that works as a simple calculator. Use a
grid layout to arrange buttons for the digits and for the +, -, *,
% operations. Add a text field to display the result.

TEXT BOOKS:

1. W.Savitch,  Problem solving with C++, The OOP, 4th edition,
Pearson Education.

2. H.M.Dietel and P.J.Dietel, Java How to Program, 6th edition,
Pearson Education/PHI.

3. Y.Daniel Liang, Introduction to Java Programming, 6th edition,
Pearson Education.

4. Cay Horstmann,  Big Java, 2nd edition, Wiley Student Edition,
Wiley India Private Limited.
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III B.Tech. I Semester

10BT4HS01: MANAGERIAL ECONOMICS AND
                 PRINCIPLES OF ACCOUNTANCY

Int. Marks Ext. Marks Total Marks L   T   P   C

    30      70      100 4   1   -  4
PREREQUISITES: Nil

COURSE DESCRIPTION: Managerial Economics; Demand
and Elasticity of Demand; Production Functions; Markets
and Pricing Policies; Formation of different types of Busi-
ness Organizations; Principles of Accounting; Final Ac-
counts; Capital Budgeting and its Techniques; and Com-
puterized Accounting with Tally software.

COURSE OUTCOMES:

On successful completion of this course, the student will
be able to:

1. Acquire  Knowledge in

a) Tools and concepts of Micro Economics.

b) Basic Principles and concepts of Accountancy.

c) Provides life skills for effective utilization of scarce

           resources.

d) Financial Accounting.

e) Using advanced tools like tally and SAP.

f) Significance of Economics and Accountancy

2. Develop skills in providing solutions for

a) Managerial decisions of an organization.

b) Demand & Supply, Production & Cost and Markets &

            Price through Economic  theories.

c)  Financial data in decision making.

3.  Develop effective communication in Business and
Accounting transactions.

4. Ascertain the profitability and soundness of the
organization.
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DETAILED SYLLABUS:

UNIT-I: INTRODUCTION TO MANAGERIAL ECONOMICS AND
DEMAND ANALYSIS

Definition, Nature and scope of managerial economics, Demand
Analysis: Determinants of demand - Demand function - Law of
demand and i ts exceptions, Elastic ity of demand, Types,
Measurement and significance of Elasticity of demand, Demand
forecasting and methods of demand forecasting.

UNIT-II: THEORY OF PRODUCTION AND COST ANALYSIS

Production Function: isoquants and isocosts, Input - output
relationship,  law of returns, internal and external economies of
scale, Cost Concepts: opportunity Vs out lay costs, Fixed Vs Variable
costs, Explicit Vs implicit costs, out of pocket Vs inputted costs.  Break
Even Analysis (BEA), Determination of break even point, (Simple
problems).

UNIT-III: INTRODUCTION TO MARKETS AND PRICING

Market Structure: Types of Markets, Features of Perfect competition,
Monopoly and Monopol istic competiti on, Price and Output
determination in Perfect competition and Monopoly. Pricing:
Objectives and policies of Pricing - sealed bid pricing, Marginal cost
pricing, cost plus pricing, going rate pricing, Limit Pricing, Market
Penetration, Market Skimming, Block pricing, Bundling, Peak load
pricing, Cross subsidization, Dual Pricing, Administrated Pricing.

UNIT-IV: BUSINESS AND NEW ECONOMIC ENVIRONMENT

Characteristic features of Business, features and evolution of Sole
proprietorship, Partnership, Joint stock Company, New Economic
policy 1991.

UNIT-V: INTRODUCTION AND PRINCIPLES OF ACCOUNTING

Accountancy: Introduction - Concepts - Conventions - Accounting
Principles - Double entry Book Keeping, Journal, Ledger, Trail Balance,
(Simple Problems).

UNIT-VI: FINAL ACCOUNTS

Introduction to final accounts, Trading Account, Profit and Loss
Account, and Balance Sheet with Simple Adjustments, (Simple
Problems).
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UNIT-VII: CAPITAL AND CAPITAL BUDGETING

Capital: significance, Types of capital. Capital Budgeting:  Nature
and scope of capital budgeting. Features and Methods of capital
budgeting. Pay Back Period Method, Accounting Rate of Return
Method, Internal Rate of Return Method, Net present Value Method
and Profitability Index (Simple Problems).

UNIT-VIII: COMPUTERIZATION OF ACCOUNTANCY SYSTEM

Manual Accounting Vs Computerized Accounting - Advantages and
Disadvantages of Computerized Account - Using Accounting
Software. Tally: Tally  features - Company Creation - Account Groups
- Group Creation - Ledger Creation.

TEXT BOOKS :

1. A.R. Aryasri, Managerial Economics and Financial Analysis, 3rd

edition, Tata Mc-Graw  Hill, New Delhi, 2007

2. R. Cauvery, U.K.Sudhanayak, M.Girija and  R. Meenakshi,
Managerial economics, 1st edition, S.Chand and company, New
Delhi, 1997.

REFERENCE BOOKS:

1. Ms. Samba Lalita, Computer Accounting Lab work, 1st edition,,
Kalyani Publishers, Ludhiana, 2009.

2. Vershaney and Maheswari, Managerial Economics, 19th edition,
Sultan Chand and sons,  New Delhi, 2005.

3. H.Craig Petersen and W.Cris Levis,  Managerial Economics, 4th

edition,  Pearson  2009.

4. Lipsy and Chrystel,  Economics,  4th   edition , Oxford University
Press, New Delhi, 2008.

5. S.N. Maheswari and S.K. Maheswari, Financial Accounting, 4th

edition, Vikas Publishing  House, 2005.

6. S.P. Jain and K.L. Narang,  Financial Accounting, 5th edition, Kalyani
Publishers, Ludhiana, 2000.
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III B.Tech. I Semester

10BT4EC01: OPTIMIZATION TECHNIQUES

Int. Marks Ext. Marks Total Marks L   T   P   C

    30      70      100 4   1   -   4

PREREQUISITES: A Course on “Mathematics”

COURSE DESCRIPTION: Statement of an optimization
problem -  design vector ,design constraints, objective
function, single variable optimization, multivariable opti-
mization; ,method of Lagrange multipliers; Kuhn-Tucker
conditions; Linear programming problem; Assignment
problems; Branch and bound Technique; Fibonacci method;
unconstrained optimization techniques- steepest descent
method; Basic approaches of interior penalty function
method; Dynamic programming.

COURSE OUTCOMES:

On successful completion of this course, the student will
be able to:

1. Identify independent and dependent variables and
identify an objective function to optimize.

2. Analyze the requirements and select a technique of
optimization most suitable to the problem at hand.

3.  Interpret the results of optimization and identify the
feasible solutions.

4. Subdivide a complex system in to smaller disciplinary
models, manage their interfaces and reintegrate them
in to an overall system model.
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DETAILED SYLLABUS:

UNIT-I: INTRODUCTION TO OPTIMIZATION TECHNIQUES

Statement of an Optimization problem, design vector, design
constraints, constraint surface, objective function, objective function
surfaces, classification of Optimization problems.

UNIT-II: CLASSICAL OPTIMIZATION TECHNIQUES

Single variable Optimization, multi variable Optimization without
constraints, necessary and sufficient conditions for minimum/
maximum, multivariable Optimization with equality constraints,
So luti on by method of  Lagrange multi pliers, mul tivariable
Optimization with inequality constraints, Kuhn - Tucker conditions.

UNIT-III: INTRODUCTION TO LINEAR PROGRAMMING

Standard form of a linear programming problem, geometry of linear
programming problems, definitions and theorems, solution of a
system of linear simultaneous equations, pivotal reduction of a
general system of equations, motivation to the simplex method,
simplex algorithm, big M-method, dual simplex algorithm.

UNIT-IV: TRANSPORTATION PROBLEM AND CONVEX
PROGRAMMING

Finding initial basic feasible solution by North-West corner rule, least
cost method and Vogel's approximation method, Assignment
problems, variants, Integer Programming, Branch and bound
technique, Convex programming.

UNIT-V: UNCONSTRAINED NONLINEAR PROGRAMMING

One-dimensional minimization methods: Classification, Fibonacci
method, Problems and Quadratic interpolation method, Problems.

UNIT-VI: UNCONSTRAINED OPTIMIZATION TECHNIQUES

Univariate method, Problems, Powell's Method, Conjugate directions,
Algorithms, Problems, Steepest Descent  (Cauchy) Method, Problems.

UNIT-VII: CONSTRAINED NONLINEAR PROGRAMMING

Characteristics of a constrained problem, Classification, Basic
approach of Penalty Function method; Basic approaches of Interior
and Exterior penalty function methods.
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UNIT-VIII: DYNAMIC PROGRAMMING

Dynamic programming multistage decision processes, types, concept
of sub optimization and the principle of optimality, computational
procedure in dynamic programming, examples illustrating the
calculus method of solution, examples illustrating the tabular method
of solution.

TEXT BOOKS:

1. S. S. Rao, Engineering optimization: Theory and practice, 3
rd

 edition,

New Age International (P) Limited, 1998.

2. Dr. S.D. Sharma, Operations Research, Kedarnath Ram Nath and

Co. Publications, Meerut, 2003.

REFERENCE BOOKS:

1. H.A. Taha, Operations Research: An Introduction, 6
th
 edition, PHI

Pvt. Ltd.

2. Kanthi Swaroop, Gupta and Mohan, Introduction to Operations

Research, 2006.
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III B.Tech. I Semester

10BT50502: MICROPROCESSORS AND INTERFACING
 Int. Marks Ext. Marks Total Marks L   T   P   C
    30      70      100 4   1   -  4

PREREQUISITES: Courses on "Digital Logic Design"
and Computer Architecture & Organization".

COURSE DESCRIPTION: Introduction to Microproces-
sors; Assembly Language Programming; Architecture of
8086 and Interfacing; Programmable Interfacing Devices;
Interrupts and Programmable Interrupt Controllers; Se-
rial Data Transfer Schemes; Advanced Microprocessors;
8051 Microcontroller and its programming.

COURSE OUTCOMES:

On successful completion of this course, the student  will
be able to:

1. Learn architecture of microprocessors -8085, 8086,
microcontroller 8051 and advanced microprocessors.

2. Develop working knowledge and skills to interface
devices such as 8255, 8257, and 8259 and develop
real time applications using microprocessors.

3.  Apply programming skills in assembly language and
develop programs using microprocessors and
microcontrollers.
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DETAILED SYLLABUS:

UNIT-I: INTRODUCTION

An overview of 8085, Architecture of 8086 microprocessor,
Register organization, 8086 flag register and functions of 8086
flags, Addressing modes of 8086, Instruction set of 8086,
Assembler directives, Procedures and Macros.

UNIT-II: ASSEMBLY LANGUAGE PROGRAMMING

Assembly language programs involving logical, branch and call
instructions, sorting, evaluation of arithmetic expressions, string
manipulation.

UNIT-III: ARCHITECTURE OF 8086 AND INTERFACING

Pin configuration of 8086-Minimum mode and maximum mode of
operation, Timing diagram, Memory interfacing to 8086 (static
RAM and EPROM), Need of Direct Memory Access (DMA), DMA
data transfer method, Interfacing with 8237/8257.

UNIT-IV: PROGRAMMABLE INTERFACING DEVICES

8255 PPI-various modes of operation and interfacing to
8086.Interfacing keyboard, displays, 8279, stepper motor and
actuators. D/A and A/D converter interfacing.

UNIT-V: INTERRUPTS AND PROGRAMMABLE INTERRUPT
CONTROLLERS

Interrupt structure of 8086, Interrupt Vector table, Interrupt
service routines, Introduction to DOS and BIOS interrupts, 8259
PIC architecture and interfacing cascading of interrupt controller
and its importance, Programming with 8259.

UNIT-VI: SERIAL DATA TRANSFER SCHEMES

Asynchronous and synchronous data transfer schemes, 8251
USART architecture and interfacing, TTL to RS232C and RS232C
to TTL converson, Sample programs for serial data transfer,
introduction to high - speed serial communications standards,
USB.

UNIT-VII: ADVANCED MICROPROCESSORS

Introduction to 80286, Salient Features of 80386, Real and
Protected Mode, Segmentation and Paging, Salient Features of
Pentium, Branch Prediction, Overview of RISC Processors.
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UNIT-VIII: 8051 MICROCONTROLLER AND ITS PROGRAMMING

Architecture of micro controller - 8051 Microcontroller - internal and
external memories -counters and timers - synchronous serial-cum
asynchronous serial communication-interrupts.

Addressing modes of 8051, Instruction set of 8051, Assembly
Language Programming examples using 8051.

TEXT BOOKS:

1. A.K. Ray and K.M.Bhurchandi, Advanced microprocessor and
peripherals, 2nd edition, Tata Mc-Graw Hill Edition,  2000.

2. Kenneth J. Ayala, The 8051 Microcontroller architecture,
programming and applications, 2nd edition, Pearson.

REFERENCE BOOKS:

1. Douglas V.Hall, Microprocessors Interfacing, 2nd edition, 2007.

2. Walter A.Triebel, Avtar Singh, The 8088 and 8086 Microprocessors,
4th edition, PHI, 2003.

3. Liu and GA Gibson, Micro computer system 8066/8088 family
Architecture, programming and Design, 2nd edition, PHI.

4. Mazidi and Mazidi, The 8051 Microcontroller and Embedded
Systems, PHI, 2000.

5. Deshmukh, Microcontrollers, Tata Mc-Graw Hill Edition, 2004.
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III B.Tech. I Semester

10BT50503: DATABASE MANAGEMENT SYSTEMS

 Int. Marks Ext. Marks Total Marks L   T   P   C
    30      70      100 4   1   -   4

PREREQUISITES:A Course on "Data Structures"

COURSE DESCRIPTION: Introduction to Database Sys-
tems; Database Design; Relational Model; SQL Queries,
Constraints and Triggers; Schema Refinement and Nor-
mal Forms; Transaction Management; Concurrency Con-
trol and Recovery System; Overview of Storage and In-
dexing.

COURSE OUTCOMES:

On successful completion of this course, the student will
be able to:

1. Gain knowledge on:

• Fundamentals of DBMS

• Database design

• Normal forms

• Storage and Indexing

2. Apply Structured Query Language (SQL) and PL-SQL
in retrieval and management of data in real time
applications.

3.  Develop skills in designing, managing databases and
its security.
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DETAILED SYLLABUS:
UNIT I: INTRODUCTION

History of Database Systems, Introduction to DBMS, Database

System Applications, Database Systems Versus File Systems, View

of Data, Data Models, Database Languages- DDL & DML Commands
and Examples of  Basic SQL Queries, Database Users and

Administrators, Transacti on Management, Database System

Structure, Application Architectures.

UNIT II: DATABASE DESIGN

Introduction to Database Design and E-R Diagrams, Entities,

Attributes and Entity Sets, Relationships and Relationship Sets,

Additional Features of the E-R Model, Conceptual Design with the
E-R Model, Conceptual Design for Large Enterprises, ERD case

studies.

UNIT III: THE RELATIONAL MODEL
Introduction to the Relational Model, Integrity Constraints over

relations, Enforcing Integrity Constraints, Querying Relational Data,

Logical Database Design: ER to Relational, Introduction to Views,

Destroying/Altering Tables and Views.
Relational Algebra and Calculus: Preliminaries, Relational Algebra

Operators, Relational Calculus – Tuple and Domain Relational

Calculus, Expressive Power of Algebra and Calculus.

UNIT IV: SQL: QUERIES, CONSTRAINTS, TRIGGERS

Overview, The form of a Basic SQL Query, Union, Intersect and Except

operators, Nested Queries, Aggregate Operators, Null values,

Complex Integrity Constraints in SQL, Triggers and Active
Databases, Designing Active Databases.(Chapter 5;Sections 5.1-

5.9 including subtopics from Text book-1)

UNIT V: SCHEMA REFINEMENT AND NORMAL FORMS
Introduction to Schema Refinement, Functional Dependencies,

Reasoning about FDs, Normal Forms – 1NF, 2NF, 3NF, BCNF, Properties

of Decompositions, Normalization, Schema Refinement in Database

Design, Other Kinds of Dependencies – 4NF, 5NF, DKNF, Case Studies.
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UNIT VI: TRANSACTIONS MANAGEMENT
Transaction Concept, Transaction State, Implementation of Atomicity

and Durability, Concurrent Executions, Serializability, Recoverability,
Implementation of Isolation, Transaction Definition in SQL, Testing

for Serializability.

UNIT VII: CONCURRENCY CONTROL AND RECOVERY SYSTEM.

Concurrency Control: Lock Based protocols, Time-Stamp Based
Protocols, Validation based Protocols, Multiple Granularity, and

Deadlock Handling.
Recovery System: Failure Classification, Storage Structure, Recovery

and Atomicity, Log-Based Recovery, Shadow Paging, Recovery with
Concurrent Transactions, Buffer Management, Failure with Loss of

Non-volatile Storage, Advanced Recovery Techniques, Remote
Backup Systems.

UNIT VIII: OVERVIEW OF STORAGE AND INDEXING

Data on External Storage, File Organizations and Indexing, Index
Data Structures, Comparison of File Organizations, Indexes and

Performance Tuning.

Tree-Structured Indexing: Intuition for Tree Indexes, Indexed
Sequential Access Method (ISAM), B+ Trees: A Dynamic Tree

Structure.

TEXT BOOK:
1. Raghurama Krishnan, Johannes Gehrke, Database Management

Systems, 3rd
 
edition, Tata McGrawHill, 2007.

2. Abraham Silberschatz, Henry F.Korth, S.Sudarshan, Database

System Concepts, 5
th
 edition, McGraw-Hill, 2005.

REFERENCE BOOKS:

1. Elmasri Navate, Fundamentals of Database Systems, Pearson
Education,1994.

2. Peter Rob and Carlos Coronel, Database Systems Design,
Implementation and Management, 7

th
 edition, 2009.

3. Pranab Kumar Das Gupta, Database Management System Oracle
SQL and PL/SQL, PHI Learning Private Limited, 2009.
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III B.Tech. I Semester

10BT51201: SOFTWARE ENGINEERING

 Int. Marks Ext. Marks Total Marks L   T   P   C
    30      70      100 4   -   -   4

PREREQUISITES: A course on "Object Oriented Programming".

COURSE DESCRIPTION: Fundamental concepts of software

engineering, software process models: conventional and agile

process models, software requirements engineering process,

system analysis and design, user interface design and

reengineering, software testing and metrics, risk and quality

management.

COURSE OUTCOMES:

On successful completion of this course, the student will be

able to:

1. Gain Knowledge on:

• Fundamental concepts of software engineering

• Process models.

• Software development life cycle including requirements

modeling, design, testing, metrics, risk and quality

management.

2. Analyze the requirements engineering process, choose

suitable models and risk analysis to develop effective

software project.

3.  Design and develop quality software product using

appropriate testing techniques and process metrics.
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DETAILED SYLLABUS:

UNIT-I: INTRODUCTION TO SOFTWARE ENGINEERING

The evolving role of software, Changing Nature of Software,
Software myths.

A Generic View of Process: Software engineering - A layered
technology, a process framework, Process patterns, process
assessment, personal and team process models.

UNIT-II: PROCESS MODELS

The Waterfall model, Incremental model, RAD model, Prototyping,
Spiral model, Concurrent Development  model, The Unified
process, Agile process models.

Software Requirements: Functional and Non-functional
requirements, User requirements, System requirements, Interface
specification, the software requirements document.

UNIT-III: REQUIREMENTS ENGINEERING PROCESSES

Feasibility studies, Requirements elicitation and analysis,
Requirements validation, Requirements management.

System Models: Context models, Behavioral models, Data models,
Object models, Structured methods.

UNIT-IV: DESIGN ENGINEERING

Design process and Design quality, Design concepts, the design
model.

Creating an Architectural Design: Software Architecture, Data
design, Architectural styles and patterns, Architectural Design.

UNIT-V: USER INTERFACE DESIGN AND RE-ENGINEERING

Performing User Interface Design: Golden rules, User interface
analysis and design, interface analysis, interface design steps,
Design evaluation.

Re-Engineering: Reverse Engineering, Restructuring, Forward
Engineering.
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UNIT-VI: SOFTWARE TESTING

A strategic approach to software testing, test strategies for
conventional software, Black-Box and White-Box testing, System
testing, the art of Debugging.

UNIT-VII: SOFTWARE METRICS

Product Metrics: Software Quality, Metrics for Analysis Model, Metrics
for Design Model, Metrics for source code, Metrics for testing, Metrics
for maintenance.

Size  Oriented Metrics, Function-Oriented Metrics, Reconciling LOC
and FP Metrics, Object-Oriented Metrics, Use-Case Oriented Metrics,
Web Engineering Project Metrics, Metrics for Software Quality.

UNIT-VIII: RISK AND QUALITY MANAGEMENT

Risk Management: Reactive vs. Proactive Risk strategies, Software
Risks, Risk Identification, Risk Projection, Risk Refinement, Risk
Mitigation Monitoring and Management (RMMM), RMMM Plan.

Quality Concepts, Software Quality Assurance, Software Reviews,
Formal Technical Reviews, Statistical Software Quality Assurance,
Software Reliability, The ISO 9000 Quality Standards, The Capability
Maturity Model Integration (CMMI).

TEXT BOOKS:

1. Roger S. Pressman, Software Engineering, A practitioner’s
Approach, 6th edition, McGrawHill International Edition, 2005.

2. Sommerville, Software Engineering, 7th edition, Pearson
Education, 2006.

REFERENCE BOOKS:

1. K.K. Agarwal & Yogesh Singh, Software Engineering, 3rd edition,
New Age International Publishers, 2007.

2. James F. Peters, Wi told Pedrycz, John Wiely, Software
Engineering, an Engineering approach, 2000.

3. Shely Cashman Rosenblatt, Systems Analysis and Design, 6th

edition, Thomson Publications, 2006.
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III B.Tech. I Semester

10BT51202: COMPUTER GRAPHICS

 Int. Marks Ext. Marks Total Marks L   T   P   C
    30      70      100         4    -   -    4

PREREQUISITES:Courses on "Engineering drawing",
"Problem solving and computer programming".

COURSE DESCRIPTION: Introduction to Computer
Graphics; Output Primitives; 2-D Geometrical Transforms;
2-D Viewing; 3-D Object Representation; 3-D Geometric
Transformations; Visible Surface Detection Methods; Com-
puter Animation.

COURSE OUTCOMES:

On successful completion of this course, the student will
be able to:

1. Gain knowledge in various graphical interactive devices
and computer animation.

2. Write algorithms to generate points and lines in uni-
dimensional systems and techniques like viewing and
transformation for 2-D objectives.

3.  Create 3-D objects by modeling techniques.

4.  Comprehend various image surface detection methods.
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DETAILED SYLLABUS:

UNIT-I: INTRODUCTION TO COMPUTER GRAPHICS

Introduction, Application areas of Computer Graphics, overview
of graphics systems, video-display devices, raster-scan systems,
random scan systems, graphics monitors and work stations and
input devices.

UNIT-II: OUTPUT PRIMITIVES

Points and lines, line drawing algorithms, mid-point circle and
ellipse algorithms. Filled area primitives: Scan line polygon fill
algorithm, boundary-fill and flood-fill algorithms.

UNIT-III: 2-D GEOMETRICAL TRANSFORMS

Translation, scal ing, rotation, reflection and shear
transformations, matrix representations and homogeneous
coordinates, composite transforms, transformations between
coordinate systems.

UNIT-IV: 2-D VIEWING

The viewing pipeline, viewing coordinate reference frame, window
to view-port coordinate transformation, viewing functions,
Cohen-Sutherland and Cyrus-beck line clipping algorithms,
Sutherland -Hodgeman polygon clipping algorithm.

UNIT-V: 3-D OBJECT REPRESENTATION

Polygon surfaces, quadric surfaces, spline representation,
Hermite curve, Bezier curve and B-Spline curves, Bezier and B-
Spline surfaces. Basic illumination models, polygon rendering
methods.

UNIT-VI: 3-D GEOMETRIC TRANSFORMATIONS

Translation, rotation, scal ing, reflection and shear
transformations, composite transformations.

3-D Viewing: Viewing pipeline, viewing coordinates, view volume
and general projection transforms and clipping.

UNIT-VII: VISIBLE SURFACE DETECTION METHODS

Classification, back-face detection, depth-buffer, scan-line,
depth sorting, BSP-tree methods, area sub-division and octree
methods.
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UNIT-VIII: COMPUTER ANIMATION

Design of animation sequence, general computer animation
functions, raster animation, computer animation languages, key
frame systems, motion specifications.

Image Manipulation and Storage:   Digital image file formats, Image
compression standard - JPEG.

TEXT BOOKS :

1. Donald Hearn and M.Pauline Baker, Computer Graphics C version,
Pearson Education, 2006.

2. Foley, VanDam, Feiner and Hughes, Computer Graphics Principles
and practice in C, Pearson Education, 2nd edition, 1996.

REFERENCE BOOKS:

1. Steven Harrington, Computer Graphics, TMH, 1982.

2. Neuman and Sproul, Principles of Interactive Computer Graphics,
TMH, 2005.

3. David F Rogers, Procedural elements for Computer Graphics, 2nd
edition, Tata Mc-Graw hill, 2001

4. Zhigand xiang, Roy Plastock, Schaum's outlines, Computer
Graphics, 2nd edition, Tata Mc-Graw hill edition, 2004.
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III B.Tech. I Semester

10BT50511: MICROPROCESSORS AND
INTERFACING LAB

Int. Marks Ext. Marks Total Marks L   T   P   C

      25       50      75 -   -   3   2

PREREQUISITES: Nil.

COURSE DESCRIPTION:Simple Assembly Language Pro-

grams-Arithmetic Operations, Conversions of Number Sys-

tems, Sorting etc.; Interfacing of Microprocessors with

external peripheral devices - Keyboard, Seven Segment

Display, Stepper Motor, Logic Gate Controller and so on

through Assembly Language Programming; and the basic

programming on 8051 Microcontroller.

COURSE OUTCOMES:

On successful completion of this course, the student will
be able to:

1. Understand the architecture, instruction set, addressing
modes of intel 8086 microprocessor.

2. Ability to interface ADC, DAC, stepper motor, keyboard,
seven segment display to microprocessor.

3. Develop solutions to simple applications using intel
8086 assembly language programming.

4. Analyze the issues in interfacing stepper motor and
traffic light controller.
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I.    MICROPROCESSOR 8086:

1. Introduction to MDS

2. Arithmetic operation - Multi byte Addition and Subtraction,
Multiplication and Division - Signed and unsigned Arithmetic
operation, ASCII - arithmetic operation.

3. Logic operations - Shift and rotate - Converting packed
BCD to unpacked BCD, BCD to ASCII conversion.

4. By using string operation and Instruction prefix: Move Block,
Reverse string, Sorting, Inserting, Deleting, Length of the
string, String comparison.

5. DOS/BIOS programming: Reading keyboard (Buffered with
and without echo) - Display characters, Strings.

II.   INTERFACING:

1. 8259 - Interrupt Controller: Generate an interrupt using
8259.

2. 8279 - Keyboard Display: Write a small program to display a
string of characters.

3. 8255 - PPI: Interfacing DAC, Stepper Motor, ADC.

4. 8251 - USART: Write a program in ALP to establish
Communication between two processors.

III.  MICROCONTROLLER 8051:

1. Reading and Writing on a parallel port.

2. Timer in different modes.

3. Serial communication implementation.
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III B.Tech. I Semester

10BT50512:DATABASE MANAGEMENT SYSTEMS
LAB

Int. Marks Ext. Marks Total Marks L   T   P   C

      25       50      75 -   -   3   2

PREREQUISITES: Nil.

COURSE DESCRIPTION: Database Design, Storage and

Retrieval Using SQL and PL/SQL; DDL; DML; Case Studies

on Normalization; Database security and integrity-triggers

and constraints.

COURSE OUTCOMES:

On successful completion of this course, the student will
be able to:

1. Design and implement a database schema for the sales
database.

2. Apply normalization on sales database.

3. Analyze design and evaluate the databases using SQL
DML/DDL commands.

4. Develop solutions to database problems using
programming PL/SQL including stored procedures,
stored functions, cursors and triggers.
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DESCRIPTION OF SALES DATABASE:

ABC is a company operating in the country with a chain of shopping
centers in various cities. Everyday large numbers of items are sold
in different shopping centers. The Sales database comprises of
various tables like CUST, PROD, SALES_DETAIL, STATE_NAME with
the following schemas.

CUST TABLE

Name Type     Remark

CID VARCHAR2(6)     PRIMARY KEY

CNAME VARCHAR2(10)

CCITY VARCHAR2(8)

PROD TABLE

Name Type     Remark

PID VARCHAR2(6)     PRIMARY KEY

PNAME VARCHAR2(6)

PCOST NUMBER(4,2)

PROFIT NUMBER(3)

SALES DETAIL

Name Type     Remark

CID VARCHAR2(6)       COMPOSITE PRIMARY KEY

PID VARCHAR2(6)     COMPOSITE PRIMARY KEY

SALE NUMBER(3)

SALEDT DATE                    COMPOSITE PRIMARY KEY

STATE NAME

Name Type     Remark

CCITY VARCHAR2(8)     PRIMARY KEY

STATE VARCHAR2(15)
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1. ER Model
Draw an ER Model indicating many to many relationship between
CUST vs PROD. Show the Cardinality Ratio between PROD and

SALES_DETAIL is one-to-many because one product can be sold
multiple times. Similarly show the Cardinality Ratio between CUST
and SALES_DETAIL is one-to-many because one customer can

purchase many products. Indicate CID# and PID# are unique in
CUST and PROD entity respectively, where as CID and PID in
SALE_DETAIL entity may occur many times.

Represent the ER Model in Tabular Form.

2. Normalization

In the above relations the following Functional Dependencies
exist:

CID  CNAME, CCITY, STATE

PID  PNAME, PCOST, PPROFIT
CID, PID, SALEDT  SALE

_____________________________________________________________________________________________

CID#      CNAME      CCITY      STATE      PID#      PNAME      PCOST      PROFIT      SALE      SALEDT#

____________________________________________________________________________________________

C1         RAVI                 HYD        AP              P1    CD  10                       5         14-JUL-10

         P3   DVD  20   10                2        14-JUL-10

         P3   DVD  20   10 3      20-AUG-09

___________________________________________________________________________________________

Normalize the above table into 1NF, 2NF and 3NF. And handle Insert,
Delete and Update anamolies.

3.  Data Retrieval

a) Write a query to display all columns of CUST table.
b) Write a query to display pname of all records. Sort all

records by pname. (use order by clause)

c) Write a query to display cname and ccity of all records.
Sort by ccity in descending order.

d) Write a query to display cname, ccity who lives in mysore.

e) Write a query to display cname, pname, sale, saledt for all
customers.

f) Write a query to display cname who have purchased Pen.

g) Write a query to display saledt and total sale on the date

labeled as sale of all items sold after 01-sep-2010.
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h) Write a query to display saledt and total sale on the date

labeled as sale of all items other than DVD.

i) Write a query to display cname and ccity of all customers

who live in Kolkata or Chennai.

4. Use of Distinct, Between, In clause, Like operator, Dual

a) Write a query to display the pname and pcost of all the

customers where pcost lies between 5 and 25.

b) Find the product ids in sale_detail table(eliminating

duplicates).

c) Write a query to display distinct customer id where product

id is p3 or sale date is ’18-mar-2011’.

d) Write a query to display cname, pid and saledt of those

customers whose cid is in c1 or c2 or c4 or c5.

e) Write a query to display cname, pid, saledt of those

customers whose pid is p3 or sale date is ’20-dec-2009’.

f) Write a query to display system date.

g) Write a query to display all records of prod table in which

first and third character of pname is any character and

second character is ‘E’.

h) Write a query to display all cname which includes two ‘A’ in

the name.

5. Constraints

a) Implement table level and Column level constraints like NOT

NULL, UNIQUE, PRIMARY KEY, FOREIGN KEY, CHECK.

6. Single Row Functions: DATE Function

a) Write a query to display the system date by rounding it to

next month.

b) Write a query to display the system date by rounding it to

next year.

c) Write a query to display the last date of the system date.

d) Write a query to display the next date of system date which

is Friday.

e) Write a query to display sale date and date after 02 months

from sale date.
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f) Write a query to display system date, sale date and months

between two dates.

g) Write a query to display the greatest date between sale

date and system date, name it as BIG, also display sale

date and SYSDATE.

h) Write a query to display the least date between sale date

and system date name it as SMALL, also display sale date

and SYSDATE.

7. Single Row Functions: Numeric and Character Function

a) Write a query to display the product name along with the

rounded value of product cost for product name is “Pencil”.

b) Write a query to display product cost along with MOD value

if divided by 5.

c) Write a query to display cname in uppercase, lowercase,

titlecase from cust table where customer name is “rohan”.

d) Write a query to display all concatenated value of cname,

ccity by converting cname into titlecase and ccity into

uppercase.

e) Write a query to display the first 3 characters of cname.

f) Write a query to display the position of ‘M’ in the cname of

the customer whose name is “SAMHITA”.

g) Write a query to display the length of all customer names.

h) PAD # character in left of product cost to a total width of 5

character position.

8. Group Functions and SET Functions

a) Write a query to display the total count of customer.

b) Write a query to display the minimum cost of product.

c) Write a query to display average value of product cost

rounded to 2nd decimal places.

d) Write a query to display product name with total sale detail

in descending order.

e) Write a query to display product name, sale date and total

amount collected for the product.

f) Write a query to display sale date and total sale date wise

which was sold after “14-jul-08”.
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g) Write a query to display the customer name who belongs

to those places whose name is having I or P.

h) Write a query to display customer name who belongs to a

city whose name contains characters ‘C’ and whose name

contains character ‘A’.

i) Write a query to display the customer name who does not

belong to PUNE.

9. PL/SQL

a) Write a PL/SQL program to find largest number among three.

(Hint: Use Conditional Statement)

b) Write a PL/SQL program to display the sum of numbers from

1 to N using for loop, loop…end and while…loop.

10. SQL Cursor

a) Write a PL/SQL program to display the costliest and

cheapest product in PROD table.

b) Write a PL/SQL program which will accept PID and display

PID and its total sale value i.e. sum.

11. Functions

a) Write a function that accepts two numbers A and B and

performs the following operations.

i. Addition

ii. Subtraction

iii. Multiplication

iv. Division

b) Write a function that accepts to find the maximum PCOST in

PROD table.

12. Procedures

a) Write a procedure that accepts two numbers A and B, add

them and print.

b) Write procedures to demonstrate IN, IN OUT and OUT

parameter.
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13. Trigger

a) Develop a PL/SQL program using BEFORE and AFTER

triggers.

14. Cursor

a) Declare a cursor that defines a result set. Open the cursor

to establish the result set. Fetch the data into local variables

as needed from the cursor, one row at a time. Close the

cursor when done.
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III B.Tech. I Semester

10BT4HS02: ADVANCED ENGLISH COMMUNICA-
TION SKILLS (AUDIT COURSE)

Int. Marks Ext. Marks Total Marks L   T   P   C

      -       -      - -   3    -   -

PREREQUISITES: Basic Grammar and Fundamentals of Writing
Skills.
COURSE DESCRIPTION:Vocabulary Building; Reading Compre-
hension; Academic Essay; Technical Report; Career Skills; Re-
sume Writing; Group Discussion; Interview Skills.

COURSE OUTCOMES:

On successful completion of this course, the student will be able
to:

1. Acquire knowledge in.

a. Vocabulary

b. Etymology

c. Idioms and Phrases

2. Analyse the functional knowledge of writing, styles and
techniques for academic and professional requirements.

3. Interpret and synthesize the  language functions through:

a. Role Plays

b. Group Discussions

c. Mock Interviews

4. Use and create techniques and language lab software for
enhancing the language skills.

5. Communicate effectively with engineering community and
society in formal and informal situations

6. Inculcate attitude to upgrade communicative competence
for meeting global challenges.
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DETAILED SYLLABUS:

UNIT-I: VOCABULARY BUILDING:

Synonyms and Antonyms, Word roots, One-word substitutes,
Prefixes and Suffixes, Study of word origin, Analogy, Idioms and
Phrases.

Functional Engl ish: starting conversation, responding
appropriately and relevantly, using the right body language,
role play in different situations.

UNIT-II: READING COMPREHENSION

Reading for facts, Guessing meanings from context, Scanning,
Skimming, Inferring meaning and Critical reading.

UNIT-III: ACADEMIC ESSAY WRITING

Accuracy, Brevity, Clarity, Brainstorm, List your ideas, Sub-
headings, Revising Content and Organisation.

UNIT-IV: TECHNICAL REPORT WRITING

Types of formats and styles, Subject-matter, Subject-
organization, Clarity, Coherence and Style, Planning, Data-
collection, Tools, Analysis.

UNIT-V: CAREER SKILLS

Career direction, Exploring your talents, Personality inventories,
Write a "Who I Am" statement, Thinking further, Perform career
research, How do I get hired, Creating job satisfaction, Identify
your satisfaction triggers, Positive attitude, Maintain a balanced
lifestyle, Analyze your job in terms of your interests, Set goals
to bring your interests and responsibilities in line, Personal SWOT
analysis, Making the most of your talents and opportunities,
Shaping your job to fit you better, Future proof your career,
Managing your emotions at work, Get the recognition you
deserve.

UNIT-VI: RESUME WRITING

Structure and Presentation, Planning, Defining the career
objective, Projecting ones strengths and skill-sets, Summary,
Formats and Styles, Cover letter.
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UNIT-VII: GROUP DISCUSSION

Dynamics of group discussion, Intervention, Summarizing, and
Modulation of voice, Fluency and Coherence, Participation, Relevance,
Assertiveness, Eye contact and Body language.

UNIT-VIII: INTERVIEW SKILLS

Concept and Process, Pre-interview planning, Opening strategies,
Answering strategies, Interview through Tele and Video-
conferencing.

TEXT BOOKS:

1. M. Ashraf Rizvi, Effective Technical Communication Skills, Tata
McGraw Hill, New Delhi, 2005.

2. Meenakshi  Raman and Sangetha Sharma, Technical
Communication, Principles and Practice, Oxford University Press,
New Delhi, 2010.

3. Santha Kumar R, Secrets of Success in Interviews, Crucial Books,
Secunderabad, 2007.

4. M. Ashraf Rizvi, Resumes and Interviews - The Art of Wining, Tata
Mc Graw Hill, New Delhi, 2008.

5. Gopala Swamy Ramesh and Mahadevan Ramesh, The Ace of
Soft Skills: Attitude, Communication and Etiquette for Success,
Pearson Education, New Delhi, 2009.

SUGGESTED SOFTWARE:

1. TOEFL, GRE and IELTS (Kaplan, Aarco and Barrons, Cliffs)

2. Softwares from 'train2success.com'

3. Resume Preparation, K-Van Solutions.

4. Facing Interviews, K-Van Solutions.

5. Study Skills Success, (Essay, Vocabulary strategies, IELTS),
Young India Films.

6. Vocabulary Builder, Young India Films.

7. E-correspondence, Young India Films.

8. Group Discussions, (Ease - 2), Young India Films.

9. Report Writer, Young India Films.
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III B.Tech. II Semester

10BT70501: PRINCIPLES OF COMPILER DESIGN

 Int. Marks Ext. Marks Total Marks L   T   P   C

    30      70      100                4   1   -   4

PREREQUISITES:A course on "Theory of Computation".

COURSE DESCRIPTION: Introduction to system software -

compilers,  assemblers; Working of a compiler; Design of com-

pilers and optimization techniques, Compiler writing tools; Lan-

guage specifications, usage of regular expression and context

free grammars.

COURSE OUTCOMES:

On successful completion of this course, the student will be

able to:

1. Gain knowledge on compiler, interpreter, patterns, tokens

and regular expressions.

2. Acquire skills in scanning, parsing, code generation and

code optimization to improve performance of a program in

terms of speed and space.

3. Apply LEX and YACC tools to develop new scanners and

parsers.
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DETAILED SYLLABUS:

UNIT-I: INTRODUCTION TO COMPILERS

Definition of compiler, interpreter and its differences, The phases
of a compiler, Role of lexical analyzer, Regular expressions, Finite
automata, From regular expressions to finite automata, Pass
and phases of translation, bootstrapping, LEX-lexical analyzer
generator.

UNIT-II: PARSING

Parsing, Role of parser, Context free grammar, Derivations, Parse
trees, Ambiguity, Elimination of left recursion, Left factoring,
Eliminating ambiguity from dangling-else grammar, Classes of
parsing, Top-down parsing- Backtracking, Recursive-descent
parsing, Predictive parsers, LL(1) grammars.

UNIT-III: BOTTOM-UP PARSING

Definition of bottom-up parsing, Handles, Handle pruning, Stack
implementation of Shift-Reduce parsing, Conflicts during Shift-
Reduce parsing, LR grammars, LR parsers-Simple LR, Canonical
LR and Look Ahead LR parsers, Error recovery in parsing, Parsing
ambiguous grammars, YACC-automatic parser generator.

UNIT-IV: SYNTAX-DIRECTED TRANSLATION

Syntax directed definition, Construction of syntax trees, S-
attributed and L-attributed definitions, Translation schemes,
Emitting a Translation.

Intermediate Code Generation: Intermediate forms of source
programs- Abstract syntax tree, Polish notation and Three
address code, Types of three address statements and its
implementation, Syntax directed translation into three-address
code, Translation of simple statements, Boolean expressions
and flow-of-control statements.

UNIT-V: TYPE CHECKING

Definition of type checking, Type expressions, Type systems,
Static and dynamic checking of types, Specification of a simple
type checker, Equivalence of type expressions, Type
conversions, Overloading of functions and operators.
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UNIT-VI: RUN TIME ENVIRONMENTS

Source language issues, Storage organization, Storage-allocation
strategies, Access to nonlocal names, Parameter passing, Symbol
tables, Language facilities for dynamic storage allocation.

UNIT-VII: CODE OPTIMIZATION

Organization of code optimizer, Basic blocks and flow graphs,
Optimization of basic blocks, The principal sources of optimization,
The DAG representation of basic block, Global data flow analysis.

UNIT-VIII: CODE GENERATION

Machine dependent code generation, Object code forms, The target
machine, A simple code generator, Register allocation and
assignment, Peephole optimization.

TEXT BOOK:

1. Alfred V. Aho, Ravi Sethi, Jeffrey D. Ullman, Compilers-Principles,
Techniques and Tools, Pearson Education, 2004.

REFERENCE BOOKS:

1. Alfred V. Aho, Jeffrey D. Ullman, Principles of compiler design,
Pearson Education, 2001.

2. Kenneth C. Louden, Compiler Construction- Principles and Practice,
Thomson, 1997.

3. K.L.P Mishra and  N. Chandrashekaran, Theory of computer
science- Automata Languages and computation, 2

nd
 edition, PHI,

2003.

4. Andrew W. Appel, Modern Compiler Implementation C, Cambridge
University Press, 2004.
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III B.Tech. II Semester

10BT60502: UNIX PROGRAMMING

 Int. Marks Ext. Marks Total Marks L   T   P   C

    30      70      100   4   1   -   4

PREREQUISITES:A course on "Operating Systems".

COURSE DESCRIPTION: Introduction to Unix and Unix Utilities;

Text Processing and Backup Utilities; Working with the Bourne

again Shell (Bash); Unix File Structure; Process and Signals;

Data Management and File Locking; Inter-Process Communica-

tion and Introduction to Sockets.

COURSE OUTCOMES:

On successful completion of this course, the student will be

able to:

1. Gain Knowledge on UNIX commands, processes, signals,

sockets and IPC.

2. Apply various system calls to interact with UNIX environment.

3. Implement UNIX applications using shell and socket

programming.
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DETAILED SYLLABUS:

UNIT-I: INTRODUCTION TO UNIX AND UNIX UTILITIES
A Brief history of Unix, Architecture of Unix, Features of Unix,
Introduction to vi editor. General Purpose Utilities, File Handling
Utilities, Security by File Permissions, Process Utilities, Disk
Utilities, Networking Commands, detailed commands to be
covered are passwd, tty, script, clear, date, cal, cp, mv, ln, rm,
unlink, mkdir, rmdir, du, df, mount, umount, find, unmask, ulimit,
ps, who, w, finger, arp, ftp, telnet, rlogin.

UNIT-II: TEXT PROCESSING AND BACKUP UTILITIES
Text Processing Utilities and Backup Utilities , detailed commands
to be covered are cat, tail, head , sort, nl, uniq, grep, egrep,
fgrep, cut, paste, join, tee, pg, comm, cmp, diff, tr, awk, tar,
cpio.

UNIT-III: WORKING WITH THE BOURNE AGAIN SHELL
(BASH)
Shell, Shell Responsibilities, Types of Shell, Pipes and I/O
Redirection, Shell as a Programming Language, Shell Syntax:
Variables, Conditions, Control Structures, Commands, Command
Execution, Here Documents, and Debugging Scripts.

UNIT-IV: UNIX FILE STRUCTURE
Introduction to Unix File System, Inode (Index Node), File
Descriptors, System Calls and Device Drivers, Library Functions.
Low Level File Access: open, read, write, close, lseek, stat,
fstat, lstat, ioctl, umask, dup and dup2. The Standard I/O Library:
fopen, fread, fwrite, fclose, fflush, fseek, fgetc,  fputc, fgets.
Formatted Input and Output: printf, fprintf, sprint, scanf, fscanf,
and sscanf. File and Directory Maintenance: chmod, chown,
unlink, link, symlink, mkdir, rmdir, chdir, getcwd, Scanning
Directories: opendir, readdir, telldir, seekdir, closedir.
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UNIT-V: PROCESS AND SIGNALS

Process, Process Identifiers, Process Structure: Process Table,
Viewing Processes, System Processes, Process Scheduling, Starting

New Processes: Waiting for a Process, Zombie Processes, fork, vfork,

exit, wait, waitpid, exec, Signals functions, Unreliable Signals,
Interrupted System Calls, kill, raise, alarm, pause, abort, system,

sleep Functions, Signal Sets.

UNIT-VI: DATA MANAGEMENT AND FILE LOCKING

Data Management: Managing Memory: malloc, free, realloc, calloc,
File Locking: Creating Lock Files, Locking Regions, Use of Read and

Write with Locking, Competing Locks, Other Lock Commands-
Advisory Locking,Mandatory Locking;Deadlocks.

UNIT- VII: INTER-PROCESS COMMUNICATION

Pipe, Process Pipes, The Pipe Call, Parent and Child Processes,
Named Pipes: FIFOs, Semaphores: semget, semop, semctl, Message

Queues: msgget, msgsnd, msgrcv, msgctl, Shared Memory: shmget,
shmat, shmdt, shmctl, IPC Status Commands.

UNIT-VIII: INTRODUCTION TO SOCKETS

Socket, Socket Connections - Socket Attributes, Socket Addresses,
socket, connect, bind, listen, accept, Socket Communications.

TEXT BOOK:

1. W. Richard. Stevens, Advanced Programming in the UNIX
Environment, 1st edition, Pearson Education, 2005.

REFERENCE BOOKS:

1. Sumitabha Das, Your Unix The Ultimate Guide, TMH, 2007.

2. Neil Matthew, Richard Stones, Beginning Linux Programming,
3

rd
 edition, Wiley Dreamtech India (P) Ltd, 2005.

3. W. Richard Stevens, Bill Fenner, Andrew M. Rudoff, UNIX Network
Programming - The Sockets Networking API, 3

rd
 edition, Volume 1,

PHI Learning Private Limited.
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III B.Tech. II Semester

10BT60503: DATA WAREHOUSING AND
             DATA MINING

 Int. Marks Ext. Marks Total Marks     L   T   P   C
    30      70      100 4   1   -   4

PREREQUISITES:A course on "Database Management

Systems".

COURSE DESCRIPTION:Introduction to data warehouse

system, architecture and schemas; data mining fundamen-

tals, functionalities, major issues; data pre-processing tech-

niques, Association rules mining, classification and predic-

tion, clustering techniques; mining stream, spatial, text and

web data.

COURSE OUTCOMES:

On successful completion of this course, the student will be

able to:

1. Gain knowledge in data mining and data warehousing.

2. Analyze data using association, classification and

clustering techniques.

3. Design classification, Cluster Analysis techniques for mining

of spatial, multimedia, text and web data.

4. Acquire skills in pre-processing of data for data mining.

5. Apply the data mining tools for decision making and

knowledge discovery for commercial and technical

applications.
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DETAILED SYLLABUS:

UNIT-I: DATA WAREHOUSE AND OLAP TECHNOLOGY
Data Warehouses – Definitions – Multidimensional Data Model –
Data Warehouse Architecture.

UNIT-II: INTRODUCTION TO DATA MINING
Definition of Data Mining – Kinds of Data – Data Mining
Functionalities– Classification of Data Mining Systems – Primitives

– Major Issues in Data Mining.

UNIT-III: DATA PREPROCESSING
Descriptive Data Summarization- Data Cleaning – Data

Integration and Transformation – Data Reduction – Data
Discretization and Concept Hierarchy Generation.

UNIT-IV: MINING FREQUENT PATTERNS AND ASSOCIATIONS

Basic Concepts – Efficient and Scalable Frequent Itemset Mining
Methods – Association Rule Mining.

UNIT-V: CLASSIFICATION

Decision Tree Induction, Bayesian Classification – Rule Based
Classification, Prediction – Accuracy and Error Measures.

UNIT-VI: CLUSTER ANALYSIS

Cluster Analysis – Categories of Clustering Methods – Partitioning
Methods – Hierarchical Methods – Density based Methods –
Grid based methods – Model Based Clustering methods –
Clustering High Dimensional Data – CLIQUE - Outlier Analysis.

UNIT-VII: MINING STREAM, TIME SERIES AND SEQUENCE
DATA
Mining data streams, Mining Time Series Data, Mining Sequence

Patterns in Biological Data.
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UNIT-VIII: MINING OBJECT, SPATIAL, MULTIMEDIA, TEXT AND

WEB

Multi Dimensional Analysis on Complex Object data types –

Descriptive Mining on Complex Objects – Spatial Data Mining –

Multimedia Data Mining – Text Mining – Web Mining.

TEXT BOOK:

1. Jiawei Han and Micheline Kamber, Data Mining: Concepts and

Techniques, 2nd
 edition, Elsevier, 2008.

REFERENCE BOOKS:

1. Margaret H Dunham, Data Mining Introductory and Advanced

Topics, 2
nd

 edition, Pearson Education, 2006.

2. Amitesh Sinha, Data Warehousing, Thomson Learning, 2007

3. Xingdong Wu, Vipin Kumar, The Top Ten Algorithms in Data Mining,

Taylor and Francis Group, 2009.

4. Max Barmer, Principles of Data Mining, Springer, 2007
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III B.Tech. II Semester

10BT61201: OBJECT ORIENTED ANALYSIS AND DESIGN

 Int. Marks Ext. Marks Total Marks     L   T   P   C

    30      70      100   4    1  -    4

PREREQUISITES:Courses on "Object oriented Programming"

and "Software Engineering concepts".

COURSE DESCRIPTION:Object-oriented design, Features and

problems of complex systems, object-oriented modeling, ob-

ject-oriented design methodologies, methodology notation

(elements of  UML or any other selected notation, class and

object diagrams, interaction diagrams, state transition dia-

grams, process and module diagrams, etc.), applications and

case studies, CASE tools.

COURSE OUTCOMES:

On successful completion of this course, the student will be

able to:

1. Analyze various case studies for real time problems with

the help of Unified Modeling Language.

2. Develop and Design solutions to handle complex problems

through various UML models.

3. Apply both forward and reverse engineering techniques

for effective integration in software development process.
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DETAILED SYLLABUS:

UNIT-I: INTRODUCTION TO UML

Introduction to object oriented concepts like inheritance,
polymorphism, information hiding, Importance of modeling,
principles of modeling, object oriented modeling, An overview
of UML, conceptual model of the UML, Architecture, Software
Development Life Cycle.

UNIT-II: BASIC STRUCTURAL MODELING

Classes-Terms and concepts, Common modeling techniques,
Relationships-modeling simple dependencies, single
Inheritance and structural relationships, common
Mechanisms, and diagrams. Advanced Structural Modeling:
Advanced classes, advanced relationships, Interfaces, Types
and Roles, Packages, Instances.

UNIT-III: CLASS AND OBJECT DIAGRAMS

Terms, concepts, modeling techniques for Class Diagram-
modeling Simple collaboration, Logical database Schema
Forward and Reverse Engineering, Object Diagrams-Modeling
object structures, Forward and reverse engineering.

UNIT-IV: BASIC BEHAVIORAL MODELING-I

Interactions-Terms and concepts, modeling a flow of control,
Interaction diagrams-terms and concepts, modeling flows
of control by time ordering and control by organization,
Forward and reverse Engineering.

UNIT-V: BASIC BEHAVIORAL MODELING-II

Use cases-terms and concepts, modeling the behavior of
the element, Usecase Diagrams-Terms and concepts,
modeling the context of a system and requirement of a
system, Forward and reverse Engineering, Activity Diagrams
- Terms and concepts, modeling a workflow and an operation,
Forward and reverse Engineering.
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UNIT-VI: ADVANCED BEHAVIORAL MODELING

Events and signals-modeling a family of signals and exceptions,
state machines-modeling the lifetime of an object, state machines,
processes and Threads-modeling multiple flows of control and
interprocess communication, time and space-modeling timing
constraints, distribution of objects and objects that migrate, state
chart diagrams-modeling reactive objects and Forward and reverse
Engineering.

UNIT-VII: ARCHITECTURAL MODELING
Component-Terms and concepts, modeling executables and
Libraries, modeling tables, file, and documents, modeling an API,
modeling source code, Deployment-modeling processors and
devices, modeling the distribution of components, Component
diagrams-modeling source code, executable release, physical
database, Adaptable Systems, Forward and reverse Engineering
and Deployment diagrams-modeling an embedded systems, Client/
server System, Fully distributed systems, Forward and reverse
Engineering.

UNIT-VIII: CASE STUDIES

Model all the views of:  Automation of a Library, Point of Sales System.

TEXT BOOK:

1. Grady Booch, James Rumbaugh, Ivar Jacobson, The Unified
Modeling Language User Guide, 2nd edition, Pearson Education,
2009.

REFERENCE BOOKS:

1. Hans-Erik Eriksson, Magnus Penker, Brian Lyons, David Fado,
UML 2 Toolkit, WILEY-Dreamtech India Pvt. Ltd., 2006

2. Meilir Page-Jones, Fundamentals of Object Oriented Design in UML,
Pearson Education,2000.

3. Pascal Roques, Modeling Software Systems Using UML2, WILEY-
Dreamtech India Pvt. Ltd, 2004.

4. Craig Larman, An introduction to Object - Oriented Analysis and
Design and Unified Process Appling UML and Patterns, Pearson
Education, 2001.

5. John W. Satzinger, Robert B Jackson and Stephen D Burd, Object-
Oriented Analysis and Design with the Unified Process, Cengage
Learning, 2004.

6. R.C.Lee, and W.M.Tepfenhart, UML and C++, PHI, 2009.
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III B.Tech. II Semester

                10BT61202: COMPUTER NETWORKS

 Int. Marks Ext. Marks Total Marks     L   T   P   C

    30      70      100   4    1  -    4

PREREQUISITES:A Course on "Data Communications".

COURSE DESCRIPTION: Introduction to computer networks;

OSI, TCP/IP reference models- Layered architecture; Data

link layer Protocols, Network Routing algorithms; Congestion

control; Principles of Network Security, Computer Network

applications.

COURSE OUTCOMES:

On successful completion of this course, the student will be

able to:

1. Acquire knowledge on network topologies and network

reference models.

2. Analyze and implement error detection and channel

allocation schemes.

3. Gain skills for solving the problems related to routing and

connection management.

4. Understanding modern network applications in social

contexts and interfacing of computers.
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DETAILED SYLLABUS:

UNIT-I: INTRODUCTION

Network Applications, Network Hardware, Network Software,
Reference Models: OSI, TCP/IP, Example Networks: Novell
Network, X.25, Internet.

UNIT-II: THE PHYSICAL LAYER

Theoretical Basis for communication, Guided Transmission
media, Wireless Transmission, The public switched telephone
Networks, Mobile telephone system.

UNIT-III: THE DATA LINK LAYER

Design Issues, Error detection and correction-CRC, Hamming
codes, Elementary Data Link Protocols, Sliding Window
Protocols, Example Data Link Protocols: HDLC, The Data
Link Layer in the Internet.

UNIT-IV: THE MEDIUM ACCESS SUBLAYER

Channel Allocation problem, Multiple Access protocols:
ALOHA, CSMA, CSMA/CD protocols, Collision free protocol,
Limited contention protocol, Ethernet, DLL Switching.

UNIT-V: THE NETWORK LAYER

Network Layer Design Issues, Routing Algorithms: Shortest
path, Flooding, Distance vector, Hierarchical, Broadcast and
Multicast, Congestion Control Algorithms, Internetworking,
The Network Layer in the Internet: The IP Protocol, IP
Addresses, Internet Control Protocols, Ipv6 Main Header.

UNIT-VI: THE TRANSPORT LAYER

Transport Service, Elements of transport protocol, Internet
Transport layer protocols: UDP and TCP.

UNIT-VII: THE APPLICATION LAYER

DNS: The Domain name system, Electronic Mail, World Wide
Web: Architectural Overview, Dynamic Web Document, HTTP.
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UNIT-VIII: IEEE STANDARDS AND NETWORK SECURITY

Introduction to IEEE standards, Wi-Fi: 802.11b, Bluetooth: 802.15,
3G: 802.16, 4G: 802.16m, Wi-Max: 802.16a.

Introduction to Network Security: Cryptography - Substitution
Techniques, Transposition Techniques.

TEXT BOOK:

1. A.S. Tanenbaum, Computer Networks, 4th edition, Pearson

Education/PHI.

REFERENCE BOOKS:

1.  Behrouz A. Forouzan, Data communication and Networking, Tata

     McGraw-Hill, 2004

2. Peterson and Davie, Computer Networks, 2nd edition, Morgan

      Kaufmann.

3. Kurose, Ross, Computer Networking, Pearson Education, 2010.

4. Leon-Garcia and Widjaja, Communication Networks, 2nd edition TMH.

5. S.Keshay, An Engg. Approach to Computer Networking, Addison

      Wesley, 1997.
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III B.Tech. II Semester

10BT50501: DESIGN AND ANALYSIS OF
      ALGORITHMS

 Int. Marks Ext. Marks Total Marks     L   T   P   C
    30      70      100   4    1  -   4

PREREQUISITES:A course on "Data Structures and C
Programming".

COURSE DESCRIPTION:Introduction to algorithms and nota-
tions; Disjoint sets and graphs; Divide and conquer; Greedy
method; Dynamic programming; Backtracking; Branch and
bound; and NP-hard and NP-complete problems.

COURSE OUTCOMES:

On successful completion of this course, the student will be
able to:

1. Gain knowledge on:

• Asymptotic notation for space and time complexity

• Methods such as graphs, divide and conquer, greedy,
dynamic programming, back tracking and branch and
bound.

• Types of problems with respect to non polynomial types

2. Analytical ability to measure performance of various
algorithms.

3. Design skills for developing algorithms for various problems.

4. Gain ability to solve problems to model, analyze, identified

method, design and evaluate performance.
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DETAILED SYLLABUS:

UNIT-I: INTRODUCTION

Algorithm, Pseudo code for expressing algorithms, Performance
Analysis-Space complexity, Time complexity, Asymptotic
Notation- Big O notation, Omega notation, Theta notation and
Little O notation, Recurrences, Probabilistic analysis.

UNIT-II: DISJOINT SETS AND GRAPHS (Algorithm and
analysis)

Disjoint set operations, union and find algorithms, Graphs-Breadth
First search and Traversal, Depth First Search and Traversal,
spanning trees, connected components and biconnected
components.

UNIT-III: DIVIDE AND CONQUER

General method, Applications-Analysis of Binary search, Quick
sort, Merge sort, Strassen's matrix multiplication, Finding the
Maxima and Minima.

UNIT-IV: GREEDY METHOD

General method, Applications-Job sequencing with dead lines,
0/1 knapsack problem, Minimum cost spanning trees, Single
source shortest path problem, Optimal storage on Tapes.

UNIT-V: DYNAMIC PROGRAMMING

General method, Applications-Matrix chain multiplication, Optimal
binary search trees, 0/1 knapsack problem, All pairs shortest
path problem, Travelling sales person problem, Reliability design,
String Editing.

UNIT-VI: BACKTRACKING

General method, applications-n-queen problem, sum of subsets
problem, graph colouring, 0/1 knapsack problem, Hamiltonian
cycles.

UNIT-VII: BRANCH AND BOUND

General method, applications - Travelling sales person problem,
0/1 knapsack problem- LC Branch and Bound solution, FIFO
Branch and Bound solution.
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UNIT-VIII: NP-HARD AND NP-COMPLETE PROBLEMS

Basic concepts, non deterministic algorithms, NP - Hard and NP
Complete classes, Cook's theorem, NP-hard scheduling Problems.

TEXT BOOK:

1. Ellis Horowitz, Sartaj Sahni and Rajasekharam, Fundamentals

of Computer Algorithms, 2nd edition, Galgotia publications Pvt.

Ltd.

REFERENCE BOOKS:

1. M.T.Goodrich and R. Tomassia, Algorithm Design: Foundations,

Analysis and Internet examples, John Wiley and sons, 2002.

2. R.C.T.Lee, S.S. Tseng, R.C. Chang and T. Tsai, Introduction to

Design and Analysis of Algorithms A strategic approach, McGraw

Hill, 2006.

3. Allen Weiss, Data structures and Algorithm Analysis in C++, 2nd

edition, Pearson Education.

4. Aho, Ullman and Hopcroft, Design and Analysis of algorithms,

2nd edition, Pearson Education.
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III B.Tech. II Semester

10BT61211: OBJECT ORIENTED ANALYSIS AND
DESIGN LAB

Int. Marks Ext. Marks Total Marks L   T   P   C

      25       50      75 -   -   3   2

PREREQUISITES: Nil

COURSE DESCRIPTION: Modeling case studies using Visual

paradigm tool in use case view, logical view, component view

and deployment view.

COURSE OUTCOMES:

On successful completion of this course, the student will be

able to:

1. Gain   skills in gathering user requirements and represent

them using use case diagrams.

2. Design and develop Structural, Behavioral and Architectural

models to reflect solutions for complex engineering

problems.

3. Apply Modeling techniques to visualize UML diagrams for

use case, logical, component and deployment views in

solving real world problems.

4. Analyze case studies using Rational Rose tool in different

views i.e Use case view, logical view, component view

and Deployment view.
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Case studies given below should be Modeled using Rational Rose
tool in different views i.e Use case view, logical view, component
view and Deployment view.

CASE STUDY 1:  LIBRARY INFORMATION SYSTEM

Problem Statement:

A library lends books and magazines to members, who are
registered in the system. Also it handles the purchase of new
titles for the library. Popular titles are bought in multiple copies.
A member can reserve a book or magazine that is not currently
available in the library, so that when it is returned by the library
that person is notified. The library can easily create, update
and delete information about the titles, members, loans and
reservations in the systems.

CASE STUDY 2:  A POINT OF SALE (POS) SYSTEM

Problem Statement:

A POS System is a computerized application used to record
sales and handle payments; it is typically used in a retail store.
It includes hardware components such as a computer and bar
code scanner, and software to run the system. It interfaces to
various service applications, such as a third-party tax calculator
and inventory control. These systems must be relatively fault
tolerant; that is, even if remote services and temporarily
unavailable they must still be of capturing sales and handling at
least cash payments. A POS system must support multiple and
varied client - side terminals and interfaces such as browser,
PDA s, touch - screens.

CASE STUDY 3: AUTOMATED TELLER MACHINE (ATM)

Problem Statement:

Software is designed for supporting a computerized ATM
banking network. All the process involved in the bank is
computerized  these days.

     All the accounts maintained in the bank and also the
transactions effected, including ATM transactions are to be
processed by the computers in the bank. An ATM accepts a
relevant cash card, interacts with user, communicates with the
central system to carry out the transaction, dispenses cash,
and prints receipts. The system
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to be designed and implemented must include appropriate record
keeping and security provisions. The system must handle concurrent
access to the same account.

CASE STUDY  4:  ONLINE TICKET RESERVATION FOR RAILWAYS

Problem Statement:

Computer play an integral part of the day in today's life. It makes
the entire job easier and faster, every job is computerized so as
the ticket reservation we can book over the online ticket reservation
system. During the booking of the ticket reservation passenger has
to select origin, data of journey, destination, class of train etc.The
reservation counter keeps track of passenger's information. Thus
the system will have all the details about the trains and facilities
provided by them. There are various trains with the different level
of convenience for the passengers. The whole database will be
maintained by database administrator.There are varieties of trains
where the passengers can select the train according to the
convenience for their destination journey. The journey could be
within the state or across the India. Each train has the three
types of  c lasses i e Sleeper cl ass, First c lass and the AC
compartment.Design the appli cation for the above problem
description.

CASE STUDY 5: RECRUITMENT PROCEDURE FOR SOFTWARE
INDUSTRY

Problem Statement:

In the software industry the recruitment procedure is the basic
thing that goes in the hand with the requirement as specified by
the technical management team. HR first gives an advertisement in
leading Newspapers, Journals, Weeklies and Websites. The job
seekers can apply for it through by Post or by e-mail to the company.

The technical skill and the experience of the candidates are
reviewed and the sort listed candidates are called for the interview.
There may be different rounds for interview like the written test
technical interview, HR interview. After the successful completion of
all rounds of interview, the selected candidates names are displayed.

Mean while HR gives all the details about the salary, working
hours, terms and conditions and the retirement benefit to the
candidate.
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CASE STUDY 6: DESIGN A STUDENT REGISTRATION SYSTEM

Problem Statement:

Each student has access to his or her course and grade
information only and must be authenticated prior to viewing or
updating the information. A course instructor will use the system to
view the list of courses he or she is assigned for a given semester
or has taught previously, view the list of students registered for
the course(s) he or she is teaching, and record final grades for
each student in the course(s). TA assignments will also be viewable
through this system. Instructors must also be authenticated prior
to viewing or updating any information.

CASE STUDY 7: PROBLEM TITLE: ONLINE AUCTION SALES

Problem Statement:

The online auction system is a design about a website where
sellers collect and prepare a list of items they want to sell and
place it on the website for  visualizing. To accomplish this purpose
the user has to access the site. Incase it's a new user he has to
register. Purchaser's login and select items they want to buy and
keep bidding for it. Interacting with the purchasers and sellers
through messages does this. There is no need for customer to
interact with the sellers because every time the purchasers bid,
the details will be updated in the database. The purchaser making
the highest bid for an item before the close of the auction is declared
as the owner of the item. If the auctioneer or the purchaser doesn't
want to bid for the product then there is fixed cutoff price mentioned
for every product. He can pay that amount directly and own the
product. The purchaser gets a confirmation of his purchase as an
acknowledgement from the website. After the transition by going
back to the main menu where he can view other items.

REFERENCES:

1. Grady Booch, James Rum Baugh, Ivar Jacobson, The Unified
Modeling Language User Guide, 2

nd
 Edition, Pearson Education,

2009.
2. Hans-Erik Eriksson, Magnus Penker, Brian Lyons, David Fado,

UML 2 Toolkit, WILEY-Dreamtech India Pvt. Ltd, 2006.
3. Meilir Page-Jones, Fundamentals of Object Oriented Design in UML,

Pearson Education, 2000.
4. Pascal Roques, Modeling Software Systems Using UML2, WILEY-

Dreamtech India Pvt. Ltd, 2004.
5. Craig Larman, An introduction to Object - Oriented Analysis and

Design and Unified Process Appling UML and Patterns, Pearson
Education, 2001.
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III B.Tech. II Semester

10BT61212: UNIX AND COMPUTER NETWORKS
LAB

Int. Marks Ext. Marks Total Marks L   T   P   C

      25       50      75 -   -   3   2

PREREQUISITES: A course on "Object Oriented Programming".

COURSE DESCRIPTION:Implementation of various Unix com-

mands; Shell Scripting; Inter process Communication; Sys-

tem Calls; File Handling operations; data link layer framing

methods; Error correction techniques; Routing algorithms.

COURSE OUTCOMES:

On successful completion of this course, the student will be

able to:

1. Gain knowledge on General, text processing, file handling

and network utilities.

2. Gain skills in

• Writing shell scripts in directory maintain, simulation

of head, tail and cp commands

• Developing data link layer framing methods, Error

correction techniques and routing algorithms.

3. Establish communication between processes using IPC

forms.



SVEC10 - Information Technology 169

1. Study and practice various commands like tty, script, clear,
date, cal, cp, mv, ln, rm, unlink, mkdir, rmdir, du, df, unmask,
ulimit, ps, who, w.

2. Study and practice various commands like cat, tail, head ,
sort, nl, uniq, grep, egrep, fgrep, cut, paste, join, tee, pg,
comm, cmp, diff.

3. a. Write a Shell Script to print all .txt files and .c files.

     b. Write a Shell Script to move a set of files to a specify
directory.

    c. Write a Shell Script to display all the users who are currently
logged in after a specified time.

    d. Write a Shell Script to wish the user based on the login
time.

4. a. Simulate head Command.

    b. Simulate cp Command.

5. a. Write a Program to handle the Signals like SIGINT, SIGQUIT,
and SIGFPE.

    b. Write a Program to create a Zombie Process.

    c.  Create a Process using fork() and display Child and Parent
Process Id's.

6. a. Write a Program to Lock a File.

    b. Write a Program to accept a file and Change the Permissions
for the file using chmod().

7. Implement the Following IPC Forms

a. FIFO

b.  PIPE

8. Implement the following IPC Forms

a. Message Queue

b.   Shared Memory

9. Implement the data l ink layer framing methods
such as character, character stuffing and bit stuffing.
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10. Implement on a data set of characters the three CRC polynomials
      - CRC 12, CRC 16 and CRC CCIP.

11. Implement Dijkstra's algorithm to compute the Shortest path
through a graph.

12. Take an example subnet graph with weights indicating delay
between nodes. Now obtain  Routing table at each node using
distance vector routing algorithm.

13. Take an example subnet of hosts. Obtain broadcast tree for it.

REFERENCES:

1. Sumitabha Das, Your Unix The Ultimate Guide, TMH, 2007.

2. W.R.Stevens, Advanced Programming In The UNIX Environment,
1

st
 edition, Pearson Education.

3. Neil Matthew, Richard Stones, Beginning Linux Programming, 3
rd

edition, Wiley Dreamtech India (P) Ltd, 2005.
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III B.Tech. II Semester

   10BT61213: SEMINAR

Int. Marks Ext. Marks Total Marks         L   T   P   C

      75       -      75                    -   -    -   2

PREREQUISITES: All the courses of the program up to
III B. Tech. - I Semester.
COURSE DESCRIPTION:Identification of topic; Literature sur-
vey; Performing critical study and analysis of the topic iden-
tified; Preparation of report and presentation.

COURSE OUTCOMES:

On successful completion of seminar work, the student will
be able to:

1. Gain thorough understanding in the specific technical area
by critical literature survey.

2. Analyze and synthesize the literature for demonstrating
the methods provided in the literature related to chosen
seminar area.

3. Understand the usage of modern tools and technologies
applied in the chosen topic.

4. Study the impact of results on society and environment
presented in the seminar topic related research papers.

5. Work individually in consolidating the contributions made
in literature.

6. Exhibit written skills through report writing and oral skills
by presentation.

7. Showcase the attitude of self-learning.
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IV B.Tech. I Semester

10BT71201: WEB PROGRAMMING

 Int. Marks Ext. Marks Total Marks     L   T   P   C
    30      70      100   4   1   -   4

PREREQUISITES:  A Course on "Object Oriented Program-

ming"

COURSE DESCRIPTION:Introduction to HTML; Java Script;

Extensible Markup Language (XML); Servlet Programming; Da-

tabase Programming with JDBC; Introduction to JSP; JSP Tag

Extensions; JSP applications with Tag Libraries.

COURSE OUTCOMES:

On successful completion of this course, the student will be

able to:

1. Gain knowledge on HTML, Java Script, Servlets, JSP and

JDBC.

2. Design and develop the client server web applications

using the concepts of Servlets, JSP and JDBC.

3. Acquire programming skills in HTML, XML and JSP.

4. Apply advanced programming and scripting languages in

web programming such as HTML, XML and JSP, Servlets

and JDBC for application software development.
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DETAILED SYLLABUS:

UNIT-I: INTRODUCTION TO HTML

Basic HTML, the document body, text, hyperlinks, lists, tables,
images, frames, forms, Cascading Style Sheets: Introduction,
simple examples, defining your own styles, properties and values
in styles, formatting blocks of information, layers.

UNIT-II: JAVA SCRIPT

Basics, variables, string manipulation, arrays, functions, objects
in java script, introduction to DHTML.

UNIT-III : EXTENSIBLE MARKUP LANGUAGE (XML)

XML basics, Document Type Definition, XML Schema, Presenting
XML, Introduction to DOM and SAX parsers.

UNIT-IV: SERVLET PROGRAMMING

Introduction, servlet implementation, servlet configuration,
servlet exceptions, servlet lifecycle, Requests and Responses:
ServletRequest, ServletResponse, HttpServlet-Request,
HttpServletResponse interfaces, cookies, session creation and
tracking using HttpSession interface.

UNIT-V: DATABASE PROGRAMMING WITH JDBC

Database drivers, the java.sql package: connection management,
database access, data types, database metadata, exceptions
and warnings, loading a database driver and opening
connections, establishing a connection, creating and executing
sql statements querying the database, prepared statements,
mapping sql types to java, transaction support, save points.

UNIT-VI: INTRODUCTION TO JSP

Introducing JSP, JSP directives, scripting elements, standard
actions, implicit objects, scope and JSP pages as XML
documents, introduction to MVC architecture.

UNIT-VII: JSP TAG EXTENSIONS

Introduction to javabean, advantages of javabean,
introspection, getter and setter methods, introduction to JSP
tag extensions,                  a simple tag, anatomy of a tag
extension, writing tag extensions.



SVEC10 - Information Technology 174

UNIT-VIII: JSP APPLICATIONS WITH TAG LIBRARIES

Benefits of using custom tag libraries, introducing the JSP Standard
Tag Library (JSPTL), getting started with the JSPTL, integrating the
JSPTL into your JSP page, the JSPTL tags.

TEXT BOOKS:

1. Chris Bates, Web Programming Building Internet Applications, 2nd

edition, Wiley, 2007.

2. Subrahmanyam Allamaraju and Cedric Buest, Professional Java
Server Programming J2EE, 1.3 edition, SPD (apress), 2004.

REFERENCE BOOKS:

1. Dietel and Dietel, Internet and World Wide Web How to program,
4

th
 edition, PHI, 2008.

2. David Hunter, A. Watt and Jeff Rafter, Beginning XML, Wiley
Dreamtech, 2004.

3. J. McGovern, Rahim Adatia and Yakov Fain, J2EE 1.4 Bible, Wiley
Dreamtech, 2004.

4. Hans Bergsten, Java Server Pages, 3
rd
 edition, SPD O'Reilly, 2010.
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IV B.Tech. I Semester

10BT71202: MOBILE COMPUTING

 Int. Marks Ext. Marks Total Marks     L   T   P   C

    30      70      100    4   1   -   4

PREREQUISITES: A Course on "Computer Networks" and

"Data communications".

COURSE DESCRIPTION:Introduction to Mobile Computing;

Medium Access Control; Wireless LAN; Mobile Network and

Transport Layers; Data Dissemination; Mobile Ad-Hoc Net-

works (MANETS); Protocols and Tools.

COURSE OUTCOMES:

On successful completion of this course, the student will be

able to:

1. Acquire knowledge in:

• GSM, GPRS, Wireless LAN, MANET, J2ME.

• Protocols in Network, Transport and Application layer.

2. Analyze the issues related to database design in mobile

computing applications.

3. Apply routing algorithms for finding shortest path in

MANETS.
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DETAILED SYLLABUS:

UNIT-I: MOBILE COMPUTING

Introduction, History, architecture, devices and applications,
limitations.

GSM: Mobile services, System architecture, Radio interface,
Protocols, Localization and calling, Handover, Security, and New
data services.

UNIT-II: MEDIUM ACCESS CONTROL

Motivation for a specialized MAC (Hidden and exposed terminals,
Near and far terminals), SDMA, FDMA, TDMA, CDMA.

UNIT-III: WIRELESS LAN

Infrared vs. radio transmission, Infrastructure and ad hoc
networks, IEEE 802.11.
HiperLAN: Protocol architecture, physical layer, Channel access
control sub-layer, MAC sub-layer, Information bases and
networking.
Bluetooth: User scenarios, physical layer, MAC layer, networking,
security, link management.

UNIT-IV: MOBILE NETWORK AND TRANSPORT LAYERS

Mobile IP (Goals, assumptions, entities and terminology, IP packet
delivery, agent advertisement and discovery, registration,
tunneling and encapsulation, optimizations), Dynamic Host
Configuration Protocol (DHCP).

Mobile Transport Layer: Traditional TCP, Indirect TCP, Snooping
TCP, Mobile TCP, Fast retransmit/ fast recovery, Transmission/
time-out freezing, Selective retransmission, Transaction oriented
TCP.

UNIT-V: DATABASE ISSUES

Hoarding techniques, caching invalidation mechanisms, client
server computing with adaptation, power-aware and context-
aware computing, transactional models, query processing,
recovery, and quality of service issues.

UNIT-VI: DATA DISSEMINATION

push-based mechanisms, pull-based mechanisms, hybrid
mechanisms, selective tuning (indexing) techniques.
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UNIT-VII: MOBILE AD HOC NETWORKS (MANETS)

Overview, Properties of a MANET, spectrum of MANET applications,
routing and various routing algorithms, security in MANETs

UNIT-VIII: PROTOCOLS AND TOOLS

Wireless Appl ication Protocol-WAP. (Introduction, protocol
architecture, and treatment of protocols of all layers) and J2ME.

TEXT BOOKS:

1. Rajkamal,  Mobile Computing, 2nd edition, OXFORD University
Press, 2008.

2. Jochen Schiller,  Mobile Communications, 2nd edition, Pearson
Education, 2003.

REFERENCE BOOKS:

1. Stojmenovic and Cacute, Handbook of Wireless Networks and
Mobile Computing, John Wiley, 2002.

2. Hansmann, Merk, Nicklous, Stober, Principles of Mobile Computing,
2

nd
 edition, Springer, 2003.
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IV B.Tech. I Semester

10BT71203: MULTIMEDIA AND APPLICATIONS
DEVELOPMENT

 Int. Marks Ext. Marks Total Marks     L   T   P   C

    30      70      100   4   1   -   4

PREREQUISITES: Courses On "Object Oriented Program-

ming" and "Computer Graphics".

COURSE DESCRIPTION:Introduction to Multimedia; Funda-

mental Concepts in Audio and Video; Action Script 2.0; Mul-

timedia Data Compression; Multimedia Network Communica-

tions and Applications.

COURSE OUTCOMES:

On successful completion of this course, the student will be

able to:

1. Gain fundamental knowledge on image, audio, video

representations & standards and multimedia network

communications.

2. Apply ActionScript principles, functions and components

for developing multimedia authoring applications.

3. Apply various lossy/lossless coding techniques on text

and images for compression and decompression.

4. Continue study on Audio and Video compression

techniques individually.
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DETAILED SYLLABUS:

UNIT-I: INTRODUCTION TO MULTIMEDIA

Definition of multimedia, multimedia and hypermedia, World Wide
Web, multimedia software tools, graphics and image data
representations: graphics/image data types, file formats, color
models in images, color models in video.

UNIT-II: FUNDAMENTAL CONCEPTS IN AUDIO AND VIDEO

Definition of sound, Digitization, Nyquist theorem, signal to noise
ratio, signal to quantization-noise ratio, MIDI, types of video
signals, analog video, digital video.

UNIT-III: ACTION SCRIPT-I

Action Script 2.0 Features, Data types and type cheching:
static typing, type syntax, compatible types, casting, Action
Script 2.0 type checking, Classes: defining classes, constructor
functions, properties, methods.

UNIT-IV: ACTION SCRIPT-II

Inheritance: A primer on inheritance, subclasses as subtypes,
overriding methods and properties, constructor functions in
subclasses, polymorphism and dynamic binding, Interfaces:
introduction, syntax and use, Packages: syntax, defining
packages, package access and classpath, Exceptions: the
exception handling cycle, exception bubbling, finally block,
nested exceptions, limitations.

UNIT-V: ACTION SCRIPT-III

Authoring an Action Script 2.0 class, An OOP Application
Development, Using Components with Action Script 2.0, MovieClip
Subclasses.

UNIT-VI: MULTIMEDIA DATA COMPRESSION-I

Lossless compression algor ithms: introduction, basics of
information theory, run length coding, variable length coding,
dictionary based coding, arithmetic coding, lossless image
compression, Lossy compression algor i thms:
quantization,transform coding,wavelet based coding.
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UNIT-VII: MULTIMEDIA DATA COMPRESSION-II

Image compression techniques: JPEG standard, JPEG 2000, Audio
compression techniques: ADPCM in speech coding, G.726 ADPCM,
Vocoders, Video compression techniques: Introduction to video
compression, video compression based on motion compensation,
MPEG-1, MPEG-2.

UNIT-VIII: MULTIMEDIA NETWORK COMMUNICATIONS AND
APPLICATIONS

Quality of Multimedia Data Transmission, Multimedia over IP,
Multimedia over ATM Networks, Transport of MPEG-4, Media-on-
Demand (MoD).

TEXT BOOKS:

1. Ze-Nian Li and Mark S. Drew, Fundamentals of Multimedia,
Pearson Education, 2008.

2. Colin Moock, Essentials ActionScript 2.0, SPD O'Reilly, 2005.

REFERENCE BOOKS:

1. Nigel Chapman and Jenny Chapman, Digital Multimedia, 2
nd

edition, Wiley Dreamtech, 2004.

2. Brian Underdahl, Macromedia Flash MX, TMH,  2002.

3. Fred Halsall, Multimedia Communications, Pearson, 2004

4. K.R.Rao, Zoram S. Bojkovic,  Multimedia Communication Systems,
Pearson Education, 2002.
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IV B.Tech. I Semester

10BT71204: CRYPTOGRAPHY AND NETWORK
          SECURITY

 Int. Marks Ext. Marks Total Marks     L   T   P   C

    30      70      100   4    -   -   4

PREREQUISITES: A Course on"Computer Networks".

COURSE DESCRIPTION:Overview of security attacks, ser-
vices, and mechanisms; Encryption Principles- public and pri-
vate encryption algorithms, authentication algorithms; e-mail
security; IP security; Web security; Network Management
security, System security- Intrusion detection techniques,
Malicious software- various types of viruses and Firewalls.

COURSE OUTCOMES:

On successful completion of this course, the student will be
able to:

1. Gain knowledge on:

• Conventional Encryption - Ceaser Cipher, Hill cipher,
Poly and Mono Alphabetic Cipher, DES algorithm,
Advanced Data Encryption Standard (AES)

• Public key cryptography- RSA, Elliptic Algorithms, Diffe-
Hellman

• Key distribution Approaches

• Hashing Algorithms

2. Analyze network security issues in private and public
networks.

3. Apply suitable cryptographic technique for a given security

problem.
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DETAILED SYLLABUS:

UNIT-I: INTRODUCTION

Security Attacks - Interruption, Interception, Modification and
Fabrication. Security Services - Confidentiality, Authentication,
Integrity, Non-repudiation, Access Control and Availability.
Security  Mechanisms.  A model for Internetwork security,
Internet Standards and RFCs, Conventional Encryption Principles,
Ceaser Cipher, Hill cipher, Poly and Mono Alphabetic Cipher.

UNIT-II: ENCRYPTION PRINCIPLES

Conventional encryption algorithms: Feistal structure, DES
algorithm, S-Boxes, Triple DES, Advanced Data Encryption
Standard (AES),Cipher block modes of operation, location of
encryption devices, key distribution Approaches of Message
Authentication, Secure Hash Functions and HMAC.

UNIT-III: CRYPTOGRAPHY AND APPLICATIONS

Public key cryptography principles, public key cryptography
algorithms, Digital signatures, RSA, Elliptic Algorithms, Digital
Certificates, Certificate Authority and key management,
Kerberos, X.509 Directory Authentication Service.

UNIT-IV: ELECTRONIC MAIL SECURITY

Email privacy: PGP operations, Radix-64 Conversion, Key
Management for PGP, PGP Trust Model, Multipurpose Internet
Mail Extension (MIME), Secure MIME (S-MIME).

UNIT-V: IP SECURITY ARCHITECTURE AND SERVICES

IP Security Overview, IP Security Architecture, Security
Association, Authentication Header, Encapsulating Security
Payload, Combining Security Associations and Key Management:
OAKLEY key determination protocol, ISAKMP.

UNIT-VI: WEB SECURITY

Web Security Considerations, Secure Socket Layer (SSL) and
Transport Layer Security (TLS), Secure Electronic Transaction
(SET).
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UNIT-VII: NETWORK MANAGEMENT SECURITY

Basic concepts of SNMP, SNMPv1 Community facility and SNMPv3.

System Security: Intruders-Intrusion techniques, Intrusion Detection,
Password Management, Bot nets.

Malicious Software: Viruses and related threats, Virus Counter
Measures, Distributed Denial of Service Attacks.

UNIT-VIII: FIREWALLS

Firewall Design principles, Trusted Systems, Common Criteria for
Information Technology Security Evolution.

TEXT BOOKS:TEXT BOOKS:
1. William Stallings, Network Security Essentials Applications and

Standards, 3
rd
 edition, Pearson Education.

2. Stallings, Cryptography and network Security, 3
rd
 edition, PHI/

Pearson.

REFERENCE BOOKS:

1. Eric Maiwald, Fundamentals of Network Security, Dreamtech press,

2004.

2. Charlie Kaufman, Radia Perlman and Mike Speciner, Network

Security - Private Communication in a Public World, 2
nd 

edition,

Pearson/PHI.

3. Robert Bragg, Mark Rhodes, Network Security: The complete

reference, TMH, 2004.

4. Buchmann, Introduction to Cryptography, 2
nd

 edition, Springer,

2004.
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IV B.Tech. I Semester

10BT71205: PARALLEL COMPUTING
             (ELECTIVE - I)

 Int. Marks Ext. Marks Total Marks     L   T   P   C

    30      70      100   4   -   -   4

PREREQUISITES: Courses on "Data structures" and "Com-
puter Architecture and Organization".

COURSE DESCRIPTION:The fundamentals of parallel com-
puting; Principles of parallel algorithm design; Analytical mod-
eling of parallel programs; Dense Matrix Algorithms; Graph
algorithms; Search algorithms for Discrete Optimization Prob-
lems; Dynamic Programming; and Fast Fourier Transform.

COURSE OUTCOMES:

On successful completion of this course, the student will be
able to:

1. To acquire knowledge on:

• Principles of parallel computing

• Algorithm design and modeling of parallel programs

• Dense matrix algorithm, graph algorithms and search
algorithms

• Dynamic programming

• Fast Fourier transformations

2. Analyze various parallel processing algorithms and security
requirement to develop effective and efficient parallel
computing systems.

3. Apply parallel computing paradigms & search algorithms
to build hi-performance parallel computing systems.
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DETAILED SYLLABUS:

UNIT-I: INTRODUCTION TO PARALLEL COMPUTING

Motivating parallelism, Scope of Parallel Computing, Organization
and contents of the text.

Parellel Computing Platforms: Trends in Micro Processor
Architectures, Limitations of Memory System Performance,
Dichotomy of Parallel Computing Platforms, Physical Organization
of Parallel platforms, routing mechanisms for Inter connection
networks.

UNIT-II: PRINCIPLES OF PARALLEL ALGORITHM DESIGN

Decomposition techniques, Characteristics of tasks and
Interactions, Mapping techniques for load balancing, Parallel
Algorithm Models.

UNIT-III: ANALYTICAL MODELING OF PARALLEL PROGRAMS

Source of Overhead in Parallel programs, Performance Metrics
for Parallel systems, Scalability of Parallel systems, Asymptotic
Analysis of Parallel Programs.

UNIT-IV: DENSE MATRIX ALGORITHMS

Matrix Vector Multiplication, Matrix -matrix Multiplication.
SORTING:  Issues in Sorting on Parallel computing, Sorting
networks, Bubble sort and its variants.

UNIT-V: GRAPH ALGORITHMS

Definitions and Representation, Prim's and Dijkstra's Algorithms,
Algorithms for Sparse graphs.

UNIT-VI: SEARCH ALGORITHMS FOR DISCRETE
OPTIMIZATION PROBLEMS

Definitions and Examples, Sequential Search Algorithms, Parallel
Depth- First Search, Parallel Best-first Search, Speedup
Anomalies in Parallel Algorithms.

UNIT-VII: DYNAMIC PROGRAMMING

Overview of Dynamic programming, Serial Monadic DP
formulations, Non serial Monadic DP formulations, Serial polyadic
DP formulations, Non Serial polyadic DP formulations.



SVEC10 - Information Technology 186

UNIT-VIII: FAST FOURIER TRANSFORM

The Serial Algorithm, The Binary-Exchange Algorithm, The transpose
Algorithm.

TEXT BOOK:

1. Anath Gramma, Vipin Kumar, Anshul Guptha,   An Introduction to
Parallel Computing: Design and Analysis of Algorithms, Pearson
Education, 2nd edition,  Addison Wesley Publisher, 2003.

REFERENCE BOOK:

1. C. Bischof et al.  Parallel Computing: Architectures, Algorithms
and Applications, IOS Press, 2008.
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IV B.Tech. I Semester

10BT71206: E - COMMERCE
(ELECTIVE - I)

 Int. Marks Ext. Marks Total Marks     L   T   P   C

    30      70      100   4   -   -   4

PREREQUISITES: A Course on "Computer Networks".

COURSE DESCRIPTION:Electronic Commerce Frame work;
Consumer Oriented Electronic Commerce; Electronic Payment
Systems; Inter Organizational Commerce; Inter Organizational
Commerce; Intra Organizational Commerce; Corporate Digital
Library; Consumer Search and Resource Discovery; Multime-
dia and Digital Video.

COURSE OUTCOMES:

On successful completion of this course, the student will be
able to:

1. Gain Knowledge on:

• The basic concepts and technologies used in the field
of E-Commerce.

• E-Payment systems

• Inter Organizational and Intra Organizational E-
Commerce

• Advertising and Marketing on Internet

• EDI and SCM

2. Apply compression and decompression techniques and
codec required for Video Conferencing

3. Follow ethics in the usage of Smart Card and Digital Token
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DETALIED SYLLLABUS:

UNIT-I: INTRODUCTION

Electronic Commerce Frame work, anatomy of E-Commerce
applications, E-Commerce Consumer applications, E-Commerce
organization applications.

UNIT-II: CONSUMER ORIENTED ELECTRONIC COMMERCE

Consumer Oriented Applications, Mercantile Process models from
the consumer's Perspective and from the Merchant's Perspective.

UNIT-III: ELECTRONIC PAYMENT SYSTEMS

Types of Electronic Payment Systems, Digital Token-Based,
Smart Cards, Credit Cards, Risks in Electronic Payment systems.

UNIT-IV: INTER ORGANIZATIONAL COMMERCE

EDI, EDI Implementation, MIME and Value added networks.

UNIT-V: INTRA ORGANIZATIONAL COMMERCE

Work Flow, Automation Customization and internal Commerce,
Supply chain Management.

UNIT-VI: CORPORATE DIGITAL LIBRARY

Document Library, digital Document types, issues behind
document infrastructure, corporate Data Warehouses. Advertising
and Marketing - Information based marketing, Advertising on
Internet, on-line marketing process, market research.

UNIT-VII: CONSUMER SEARCH AND RESOURCE DISCOVERY

Information search and Retrieval, Commerce Catalogues,
Information Filtering.

UNIT-VIII: MULTIMEDIA AND DIGITAL VIDEO

Key multimedia concepts, Digital Video and electronic Commerce,
Desktop video processing, Desktop video conferencing,
broadband telecommunication.
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TEXT BOOK:

1. Ravi Kalakota, Andrew B. Whinston, Frontiers of Electronic
Commerce, Pearson Education, 2009.

REFERENCE BOOKS:

1. Hendry Chan, Raymond Lee, Tharam Dillon, Ellizabeth Chang,
E-Commerce fundamentals and applications, John Wiley,
3

rd
 edition, 2007.

2. S.Jaiswal, E-Commerce, Galgotia, revised edition, 2008

3. Efrain Turbon, Jae Lee, David King, H.Michael Chang,
E-Commerce.

4. Gary P.Schneider, Thomson, Electronic Commerce, 4
th
 annual

edition.
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IV B.Tech. I Semester

10BT71207: ADVANCED DATABASES
(ELECTIVE - I)

 Int. Marks Ext. Marks Total Marks     L   T   P   C

    30      70      100    4   -   -   4

PREREQUISITES: A course on "Database Management

Systems"

COURSE DESCRIPTION: Distributed Data Processing, Distrib-

uted DBMS Architecture; Distributed Database Design; Opti-

mization of Distributed Queries; Distributed Concurrency Con-

trol; Database Security; XML and Internet Databases; Geo-

graphic Information Systems; Advanced Databases and appli-

cations

COURSE OUTCOMES:

On successful completion of this course, the student will be

able to:

1. Acquire knowledge on distributed database design and

security.

2. Perform analysis of distributed database design principles

for building advanced database systems.

3. Design and develop various query optimization techniques

to improve query performance.
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DETAILED SYLLABUS:

UNIT-I: INTRODUCTION
Distributed Data Processing,  Distributed Database System, Promises
of DDBSs, Problem areas.

Distributed DBMS Architecture: DBMS Standardization, Architectural
Models for Distributed DBMSs, Distributed DMBS Architecture.

UNIT-II: DISTRIBUTED DATABASE DESIGN

Al ternati ve Design Strategies, Distribution Design issues,
Fragmentation, Allocation.

Query Processing and Query Decomposition: Query Processing
Objectives, Characterization of query processors, layers of query
processing, Query decomposition, Localization of distributed data.

UNIT-III: OPTIMIZATION OF DISTRIBUTED QUERIES

Query optimization, centralized query optimization, Distributed query
optimization algorithms.

Introduction to Transaction Management: Definition of a Transaction,
Properties of Transactions, Types of Transactions.

UNIT-IV: DISTRIBUTED CONCURRENCY CONTROL

Serializability Theory, Taxonomy of concurrency control Mechanisms,
Locking based Concurrency control Algorithms, Time stamp based
and Optimisti c concurrency contro l Algori thms, Deadlock
Management.

UNIT-V: DATABASE SECURITY

Security Issues, Granting and Revoking Privileges, Multilevel Security,
Statistical Database Security, Challenges of Database Security.

UNIT-VI: XML AND INTERNET DATABASES

Structured, Semistructured and Unstructured data, XML Hierarchical
Data Model, XML Documents and Databases, XML Schema.

UNIT-VII: GEOGRAPHIC INFORMATION SYSTEMS

Applications, Data Management Requirements, Data Operations,
problems and Future Issues.
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UNIT-VIII: ADVANCED DATABASES AND APPLICATIONS

Object Databases, Temporal Databases, Multimedia Databases,
Spatial Databases, Mobile Databases, Data mining Concepts and
Overview of Data warehousing and OLAP.

TEXT BOOKS:

1. M.Tamer OZSU and Patrick Valduriez, Principles of Distributed
Database Systems, Pearson Eduction, 2008.

2. R.Elmasri, S.B.Navathe, S.K.Gupta, D.V.L.N.Somayajulu,
Fundamentals of DB Systems, Pearson Education, 2008.

REFERENCE BOOKS:

1. Stefano Ceri and Giuseppe Pelagatti, Distributed Databases:
Principles and Systems, TMH, 1985.

2. Henry F Korth, A Silberchatz and S.Sudarshan, Database System
Concepts, 5

th
 edition, MGH, 2006.

3. Raghu Ramakrishnan and Johhanes Gehrke, Database
Management Systems, 3

rd
 edition, MGH, 2003.
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IV B.Tech. I Semester

10BT71208: SOFTWARE PROJECT MANAGEMENT
(ELECTIVE - I)

 Int. Marks Ext. Marks Total Marks     L   T   P   C
    30      70      100  4   -    -   4

PREREQUISITES: A Course on "Software Engineering"

COURSE DESCRIPTION: Software Efforts Estimation Tech-
niques; Improving Software Economics; Life Cycle Phases;
Model based Software Architectures; Checkpoints of the Pro-
cess; Project Organizations and Responsibilities; Project Con-
trol and Process Instrumentation; and Next Generation Soft-
ware Economics.

COURSE OUTCOMES:

On successful completion of this course, the student will be
able to:

1. Gain knowledge on:

• Software effort estimation and costing of software.

• Life cycle phases of Software Project Management

• Model based Software Architectures

• Next Generation Software Economics

2. Analyze the importance of various milestones and metrics
in software project management.

3. Demonstrate skills of project management and process

measurement in software projects.
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DETAILED SYLLABUS:

UNIT-I: SOFTWARE EFFORTS ESTIMATION TECHNIQUES

The waterfall model, conventional software Management
performance.

Evolution of Software Economics: Software Economics,
pragmatic software cost estimation.

UNIT-II: IMPROVING SOFTWARE ECONOMICS

Reducing Software product size, improving software processes,
improving team effectiveness, improving automation, Achieving
required quality, peer inspections, The principles of conventional
software Engineering, principles of modern software management,
transitioning to an iterative process.

UNIT-III: LIFE CYCLE PHASES

Engineering and production stages, inception, Elaboration,
construction, transition phases.

Artifacts of the process: The artifact sets, Management
artifacts, Engineering artifacts, programmatic artifacts.

UNIT-IV: MODEL BASED SOFTWARE ARCHITECTURES

A Management perspective and technical perspective.

Workflows of the process: Software process workflows, Iteration
workflows,

UNIT-V: CHECKPOINTS OF THE PROCESS
Major mile stones, Minor Milestones, Periodic status assessments.

Iterative Process Planning: Work breakdown structures, planning
guidelines, cost and schedule estimating, Iteration planning
process, Pragmatic planning.

UNIT-VI: PROJECT ORGANIZATIONS AND RESPONSIBILITIES

Line-of-Business Organizations, Project Organizations, evolution
of Organizations.

Process Automation: Automation Building blocks, The Project
Environment.
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UNIT-VII: PROJECT CONTROL AND PROCESS
INSTRUMENTATION

The seven core Metrics, Management indicators, quality indicators,
life cycle expectations, pragmatic Software Metrics, Metrics
automation. Tailoring the Process:  Process discriminants.

UNIT-VIII: NEXT GENERATION SOFTWARE ECONOMICS

Modern Project Profiles, Next generation Software economics,
modern process transitions.

Case studies: The command Center Processing and Display system-
Replacement (CCPDS-R), Process Improvement and Mapping to the
CMM.

TEXT BOOK:

1. Walker Royce, Software Project Management, Pearson
Education, 2005.

REFERENCE BOOKS:

1. Bob Hughes and Mike Cotterell, Software Project Management,
Tata McGraw- Hill Edition,2006.

2.    Joel Henry, Software Project Management, Pearson Education,    2003.
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IV B.Tech. I Semester

10BT71209: ENTERPRISE RESOURCE PLANNING
(ELECTIVE - I)

 Int. Marks Ext. Marks Total Marks     L   T   P   C
    30      70      100  4   -    -  4

PREREQUISITES: Nil

COURSE DESCRIPTION: Introduction to ERP; Business Mod-

eling for ERP; The Development of ERP; The Development of

ERP; Process Modeling, Process Improvements; ERP Imple-

mentation Lifecycle; Future Directions in ERP; ERP Packages

and Case Studies.

COURSE OUTCOMES:

On successful completion of this course, the student will

be able to:

1. Gain knowledge on:

• Supply chain management, integrated data models

• Business modeling

• Development of ERP

2. Analyze requirements of ERP and adopt the appropriate

process modeling and ERP workflow tools.

3. Apply ERP life cycle and faster implementation

methodologies to develop ERP packages.



SVEC10 - Information Technology 197

DETAILED SYLLABUS:

UNIT-I: INTRODUCTION TO ERP

Evolution of ERP - The Advantages of ERP - Integrated
Management Information - Integrated Data Model - Business
Process Reengineering, Executive Information Systems- Supply
Chain Management.

UNIT-II: BUSINESS MODELING FOR ERP

Building the Business Model: Finance, Plant Maintenance, Quality
Management, Materials Management- Benefits of ERP :
Reduction of Lead-Time, On-time shipment, Reduction in Cycle
Time, Improved Resource Utilization, Better Customer
Satisfaction, Improved Supplier Performance, Increased Flexibility,
Reduced Quality Costs, Improved Information Accuracy and
Decision making Capability.

UNIT-III: THE DEVELOPMENT OF ERP

ERP Software Emerges: SAP and R/3: SAP Begins Developing
Software Modules, SAP R/3, New Directions in ERP, SAP R/3
Software Implementation.

UNIT-IV: PROCESS MODELING, PROCESS IMPROVEMENTS

Process Modeling: Flowcharting Process Models, Fitter Snacker
Expense Report Process, Extensions of Process Mapping, Event
Process Chain (EPC) Diagrams. Process Improvement: Evaluating
Process Improvement, ERP Workflow Tools.

UNIT-V: ERP IMPLEMENTATION LIFECYCLE

ERP Implementation: Pre-evaluation Screening, Package
Evaluation, Project Planning Phase, Gap Analysis, Reengineering,
Configuration, Implementation Team Training, Testing, End-user
Training, Post-implementation - Role of Consultant, Vendors and
Users.

UNIT-VI: FUTURE DIRECTIONS IN ERP
New Markets, New Channels, Faster Implementation
Methodologies, Business Models and BAPIs, Convergence on
Windows NT, Application Platforms, New Business Segments,
More Features, Web Enabling.
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UNIT-VII: ERP PACKAGES

Introduction - SAP AG, Oracle Corporation, People Soft, JD Edwards
World Solutions Company, Baan Company.

UNIT-VIII: CASE STUDIES

SAP R/3 at Kapp, Germany - PeopleSoft at Alcone Marketing Group-
SAP R/3 at Mercedes-Benz - Oracle at Cisco-System - PeopleSoft at
Morrison Express Corporation Ltd. - Oracle at Amwest Surety
Insurance Company, Bann at Phonix Contractors A/S.

TEXT BOOKS:

1. Alexis Leon, Enterprise resource planning, Tata McGraw Hill
Publishing Company Limited, 1999.

2. Ellen Monk, Bret Wagner, Concepts In Enterprise Resource
Planning, 2nd edition, Thomson.

REFERENCE BOOKS:

1. Alexis Leon, ERP - Demystified, 2
nd
  edition, Tata McGraw Hill, 2008.

2. Vinodkumar Garg and V. K. Ventikrishnan, Concepts in Enterprise
Resource Planning, 2

nd
 edition,  PHI, 2004.
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IV B.Tech. I Semester

10BT62301: BIO - INFORMATICS
(ELECTIVE - II)

 Int. Marks Ext. Marks Total Marks     L   T   P   C
    30      70      100  4   -    -  4

PREREQUISITES: A Course on "Database Management

Systems"

COURSE DESCRIPTION: Introduction to Bioinformatics; Ho-

mology; Special topics In Bioinformatics; Sequence align-

ment and Dynamic Programming; Primary Database and their

use; Secondary databases; Biochemical databases; and Evo-

lutionary Trees and Phylogeny.

COURSE OUTCOMES:

On successful completion of this course, the student will be

able to:

1. Acquaint the basic biological concepts necessary to

manage the biological data bases.

2. Identify, formulate and solve complex biological database

management system

3. Create, select and apply appropriate techniques,

resources, and modern engineering tools, including

prediction and modeling, to analyze the biological data.

4. Understand the impact of engineering solutions in a

societal context and demonstrate knowledge and need

for sustainable development in drug design.
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DETAILED SYLLABUS:

UNIT-I: INTRODUCTION TO BIOINFORMATICS

Internet basics, Scope of bioinformatics, elementary commands
and protocols, ftp, telnet, http, primer on information theory,
introduction to perl and bioperl.

UNIT-II: INTRODUCTION TO HOMOLOGY

Introduction to homology with special mention to Charles Darwin,
Sir Richard Owen, Willie Henning, Alfred Russel Wallace.

UNIT-III: SPECIAL TOPICS IN BIOINFORMATICS

DNA mapping and sequencing, map alignment, large scale
sequencing methods - shotgun and Sanger method. Linkage
analysis - Map marker and Darwin.

UNIT-IV: SEQUENCE ALIGNMENT AND DYNAMIC
PROGRAMMING

Heuristic alignment algorithms, global sequence alignments-
needleman-Wunsch algorithm, local sequence alignments- smith-
waterman algorithm, amino acid substitution matrices- PAM and
BLOSUM.

UNIT-V: PRIMARY DATABASE AND THEIR USE

Introduction to biological databases - organization and
management, searching and retrieval of information from the
World Wide Web, Structure databases - PDB (Protein Data Bank),
Molecular Modeling Databases (MMDB), primary databases- NCBI,
EMBL, DDBJ.

UNIT-VI: SECONDARY DATABASES

Introduction to secondary databases- organization and
management of databases Swiss-Prot, PIR, KEGG.

UNIT-VII: BIOCHEMICAL DATA BASES

Introduction to biochemical  databases-organization and
Management of databases. KEGG, ExPASy, BRENDA, WIT.

UNIT-VIII: EVOLUTIONARY TREES AND PHYLOGENY

Multiple sequence alignment and phylogenetic analysis.
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TEXT BOOKS:

1. Hooman H. Rashidi and Lukas K. Buehler, Bioinformatics Basics,
Applications in Biological Science and Medicine, 2nd edition, CRC
Press, Taylor and Francis Group, 2005.

2. Anna Tramantano, Introduction to Bioinformatics, 1st edition,
Chapman and Hall / CRC Press, Taylor and Francis Group, 2001.

REFERENCE BOOKS:

1. David Mount, Bioinformatics, 2
nd

 edition, CSHL Press, 2005.

2. Editor: Sandor Suhai, Genomics and Proteomics-Functional and
Computational aspects, 1

st
 edition, Springer Publications, 2001.

3. Stephen Misener and Stephen A. Krawetz, Bioinformatics-
Methods and Protocols, Human Press, 2003.

4. Andreas   D. Baxevanis and B. F. Francis Ouellette, Bioinformatics
- A Practical guide to the Analysis of Genes and Proteins, 3

rd 
edition,

John Wiley and Sons, Inc, 2004.

5. Lan Korf, Mark Yandell, Joseph Bedell, BLAST: An Essential guide,
O'Reilly publishers, 2005.
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IV B.Tech. I Semester

10BT71210: EMBEDDED SYSTEMS DESIGN
(ELECTIVE - II)

 Int. Marks Ext. Marks Total Marks     L   T   P  C
    30      70      100   4   -   -   4

PREREQUISITES: Courses on "Programming" and "Micropro-
cessors & Interfacing".

COURSE DESCRIPTION: Introduction to embedded systems;
8051 and advanced processor architectures; Classification of
ISR; Various programming concepts and program modeling;
Various Kernel Objects; Real time operating system concepts;
Case studies with RTOS; Target Architectures.

COURSE OUTCOMES:

On successful completion of this course, the student will be
able to:

1. Acquire knowledge on

• Concepts of Embedded Systems

• Architecture of 8051 and its functionalities

• Embedded software development and testing

• Simulation and debugging of Real time systems

2. Analyze various problems in I/O interfaces to develop
embedded systems.

3. Ability to design and develop Hard Ware and Soft Ware
Components to meet the desired application.

4. Investigate performance issues and adopt best parameters
to design effective Real Time Embedded System design.
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DETAILED SYLLABUS:

UNIT-I: INTRODUCTION TO EMBEDDED SYSTEMS

Embedded Systems, Processor Embedded into a system,
Embedded Hardware units and devices in a system, Embedded
software in a system, examples of embedded systems, embedded
system-on-chip(soc) and use VLSI circuit design technology,
Complex Systems Design and processors, design process and
design Examples, classification of embedded systems, skills
required for an embedded system designer.

UNIT-II: 8051 AND ADVANCED PROCESSOR ARCHITECTURES

8051 architecture, real world interfacing, introduction to
advanced architectures, processor and memory organization,
instruction level parallelism, performance metrics, memory types,
memory-maps and addresses, processor selection, memory
selection, IO types and examples, serial communication devices,
parallel device ports, wireless devices, timer and counting
devices, Networked Embedded systems, internet enabled
systems, wireless and mobile system protocols.

UNIT-III: DEVICE DRIVERS AND INTERRUPT SERVICE
MECHANISM

Programmed- I/O Busy wait approach without interrupt service
mechanism, ISR Concept, Interrupt sources, Interrupt servicing
Mechanism, Multiple Interrupts, context and the periods for
context switching, Interrupt latency and deadline, classification
of processors interrupt service mechanism from context saving
angle, Direct Memory Access, device driver programming.

UNIT-IV: PROGRAMMING CONCEPTS AND PROGRAM
MODELING CONCEPTS

Software programming in ALP and high level language 'C', C
program elements-header and source files and preprocessor
directives, macros and functions, data types, data structures,
modifiers, statements, loops and pointers. Program models, DFG
Models, State machine programming models for event-controlled
program flow, modeling of multi processor systems, UML
Modelling.



SVEC10 - Information Technology 204

UNIT-V: INTER PROCESS COMMUNICATION

Multiple Processes in an appl icat ion, Multiple Threads in an
application, tasks, Task states, Task and data,  clear cut distinction
between functions, ISRS and tasks, concept of semaphores, Shared
data, Inter Process Communication, Signal Function, Semaphore
Functions, Message queue funct ions, Ma il  Box Functions, Pipe
functions, Socket Functions, RPC functions.

UNIT-VI: REAL TIME OPERATING SYSTEMS

OS services, process management, Timer functions, Event Functions,
memory management, Device, file and IO Subsystems Management,
Interrupt routines in RTOS Environment and handling of interrupt
source calls, Basic design using RTOS, RTOS scheduling models,
interrupt latency and response of the tasks as performance metrics,
OS secur ity issues RTOS Programming: Micro/OS-II, VxWorks,
Windows CE, OSEK and RTLinux.

UNIT-VII: DESIGN EXAMPLES AND CASE STUDIES OF PROGRAM
MODELING AND PROGRAMMING WITH RTOS
Case studies: Automatic chocolate vending machine, Communication
between orchestra robots, Embedded system for smart card, Mobile
phone software for key Inputs.

UNIT-VIII: EMBEDDED SOFTWARE DEVELOPMENT, TESTING,
SIMULATION AND DEBUGGING
Host and target machines, linking and locating software, getting
embedded software into Target system, testing on host machines
and simulators.

TEXT BOOK:

1. Raj Kamal, Embedded Systems Architecture, Programming and
Design, 2nd edition, McGraw-Hill Companies, 2008.

REFERENCE BOOKS:

1. Frank Vahid, Tony D. Givargis, Embedded System Design-
A Unified Hardware/Software Introduction, John Wiley, 2002.

2. KVKK Prasad, Embedded/ Real Time Systems,  Dreamtech Press, 2005.

3. David E. Simon, An Embedded Software Prime,  Pearson Education, 2005.

4. Michael J Pont, Embedded C, Pearson Education, 2007.
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IV B.Tech. I Semester

10BT70402: DIGITAL IMAGE PROCESSING
(ELECTIVE - II)

 Int. Marks Ext. Marks Total Marks     L   T   P  C
    30      70      100   4   -   -   4

PREREQUISITES:A Course on "Digital communications."

COURSE DESCRIPTION: Fundamentals of digital image pro-
cessing, Image transforms; Image enhancement techniques in
spatial and frequency domains; Restoration techniques for
degraded images, image segmentation techniques; Image com-
pression techniques and color image  processing.

COURSE OUTCOMES:

On successful completion of this course, the student will be
able to:

1. Gain in-depth knowledge in

• Image Fundamentals

• Image Enhancement & Restoration Techniques

• Image Segmentation & Compression Techniques

• Color image processing

2. Analyze complex engineering problems critically in the
domain of Image Processing for conducting research.

3. Develop various image processing techniques related to
image enhancement, restoration, Segmentation and
compression.

4. Solve engineering problems for feasible and optimal solutions
in the core area of Image Processing.



SVEC10 - Information Technology 206

DETAILED SYLLABUS:

UNIT-I: DIGITAL IMAGE FUNDAMENTALS

Image sensing and acquisition, Image sampling and quantization,
some basic relationships between pixels. Mathematical tools
used in digital image processing - array Vs matrix operations,
linear Vs non linear operations, Arithmetic operations, Set and
Logical operations, Spatial operations, vector and matrix
operations, Probabilistic methods.

UNIT-II: IMAGE TRANSFORMS

2D-DFT and properties, Walsh Transform, Hadamard Transform,
Discrete Cosine Transform, Haar-Transform, Slant Transform,
Hotelling Transform.

UNIT-III: IMAGE ENHANCEMENT IN THE SPATIAL DOMAIN

Basic Intensity  transformations functions, Histogram processing,
Fundamentals of  Spatial Filtering, Smoothing spatial  filters,
Sharpening  spatial filters, Combining spatial Enhancement
methods.

UNIT-IV: IMAGE ENHANCEMENT IN FREQUENCY DOMAIN

Basics of filtering in frequency domain,  Correspondence between
filtering in the spatial and frequency domains, Image smoothing
using frequency domain filters, Image sharpening using frequency
domain filters,  Homomorphic filtering.

UNIT-V: IMAGE RESTORATION

Noise models, Restoration in the presence of Noise only-spatial
filtering - mean, order- statistic and adaptive filters, Estimating
the degradation function, Inverse filtering, Weiner filtering,
Constrained least squares filtering.

UNIT-VI: IMAGE SEGMENTATION

Point, line and edge Detection, Thresholding, Region based
Segmentation, The use of motion in Segmentation.



SVEC10 - Information Technology 207

UNIT-VII: IMAGE COMPRESSION

Need for Image Compression, Classification of redundancy in
Images, Image Compression models,  Classification of image
compression schemes, Run length coding, Arithmetic coding, Block
truncation coding, Dictionary based compression, Transform based
compression, Image compression standards.

UNIT-VIII: COLOR IMAGE PROCESSING

Color models, Pseudo color image processing, Color transformations,
Smoothing and Sharpening, Image segmentation based on color.

TEXT BOOKS:

1. R. C .Gonzalez and R.E. Woods, Digital Image Processing, 2nd

edition, Addison Wesley/Pearson Education, 2002.

2. Malay K. Pakhira, Digital Image processing and Pattern Recognition,
PHI, 2011.

REFERENCE BOOKS:

1. Rafael C. Gonzalez, Richard E woods and Steven L.Eddins, Digital
Image processing using MATLAB, Tata McGraw Hill, 2010.

2. S jayaraman, S Esakkirajan, T Veerakumar, Digital Image
processing, Tata McGraw Hill.

3. A .K. Jain,  Fundamentals of Digital Image processing, PHI.
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IV B.Tech. I Semester

10BT70502: SOFTWARE TESTING TECHNIQUES
(ELECTIVE - II)

 Int. Marks Ext. Marks Total Marks     L   T   P  C
    30      70      100   4   -   -   4

PREREQUISITES: A Course on "Software Engineering".

COURSE DESCRIPTION: Introduction and the Taxonomy of
Bugs; Flow Graphs and Path Testing; Transaction-Flow Test-
ing and Data-Flow Testing; Domain Testing; Paths, Path Prod-
ucts and Regular Expressions; Logic based Testing; States,
State Graphs and Transition Testing;   and an Overview of
Software Testing Tools.

COURSE OUTCOMES:

On successful completion of this course, the student will be
able to:

1. Acquire knowledge in applied testing techniques of
software at different levels such as.

• Path testing,

• Dataflow testing,

• Transaction  flow testing,

• Domain  testing and

• Logic base testing.

2. Develop testing skills for verification of functionality and
validation of requirements to meet the client needs.

3. Identify and analyze hazards and skills for meeting the
requirements of software.

4. Apply tools such as win runner, QTP for testing of software
products.
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DETAILED SYLLABUS:

UNIT-I: INTRODUCTION AND THE TAXONOMY OF BUGS

Purpose of Testing, Some Dichotomies, A Model for Testing,
The Consequences of Bugs, A Taxonomy for Bugs, Some Bug
Statistics.

UNIT-II: FLOW GRAPHS AND PATH TESTING

Path-Testing Basics, Predicates, Path Predicates and Achievable
Paths, Path Sensitizing, Path Instrumentation, Implement and
Application of Path Testing.

UNIT-III: TRANSACTION-FLOW TESTING AND DATA-FLOW
TESTING

Transaction Flows, Transaction-Flow Testing Techniques,
Dataflow Testing Basics, Data-Flow Testing Strategies,
Application, Tools, Effectiveness.

UNIT-IV: DOMAIN TESTING

Domains and Paths, Nice and Ugly Domains, Domain Testing,
Domains and Interfaces Testing, Domains and Testability.

UNIT-V: PATHS, PATH PRODUCTS AND REGULAR
EXPRESSIONS

Path Products and Path Expressions, A Reduction Procedure,
Applications, Regular Expressions and Flow-Anomaly Detection.

UNIT-VI: LOGIC BASED TESTING

Motivational Overview, Decision Tables, Path Expressions Again,
KV Charts, Specifications.

UNIT-VII: STATES, STATE GRAPHS AND TRANSITION TESTING

State Graphs, Good State Graphs and Bad, State Testing,
Testability Tips.

Graph Matrices and Applications: Motivational overview, The
Matrix of a Graph, Relations, The Powers of a Matrix, Node-
Reduction Algorithm, Building Tools.
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UNIT-VIII: AN OVERVIEW OF SOFTWARE TESTING TOOLS

Overview of WinRunner and QTP Testing Tools for Functional/
Regression Testing, Testing an Application Using WinRunner and
QTP, Synchronization of Test Cases, Data-Driven Testing,  Testing a
Web Application.

TEXT BOOKS:

1. Boris Beizer, Software Testing Techniques,  2nd  edition,
Dreamtech Press, 2004.

2. Dr.K.V.K.K.Prasad, Software Testing Tools, Dreamtech Press, 2008.

REFERENCE BOOKS:

1. William E.Perry, Effective Methods of Software Testing, 3
rd 

edition,
John Wiley, 2007.

2. Glenford J.Myers, The Art of Software Testing,  2
nd

  edition, Wiley-
India, 2006.
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IV B.Tech. I Semester

10BT80504: CLOUD COMPUTING
(ELECTIVE - II)

 Int. Marks Ext. Marks Total Marks     L   T   P  C

    30      70      100    4   -   -   4

PREREQUISITES: Courses on "Operating Systems" and

"Computer Networks".

COURSE DESCRIPTION: Introduction to cloud computing;

Cloud computing architecture; Introduction to virtualization;

Virtualization technologies; Security; Disaster recovery; Graph

reduction; Graph reduction and Graph theory.

COURSE OUTCOMES:

On successful completion of this course, the student will be

able to:

1. Gain the knowledge on Cloud Computing Characteristics,

Protocols, Deployment Models and Services, Cloud Security,

Cloud Disaster Recovery and Graph Reduction.

2. Design and deploy cloud based applications using various

Virtualization Technologies such as VMware, Hyper-V, Xen

and Virtual Iron.

3. Apply MS-Azure, Google App Engine, Hadoop and OBIEE

Tools for solving real time applications.
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DETAILED SYLLABUS:

UNIT-I: INTRODUCTION TO CLOUD COMPUTING

The History and Future of Cloud, Cloud Computing Basics,
Overview of Cloud Computing- Components, Infrastructure and
Services, Usage of Cloud Computing, Benefits and Limitations,
Cloud Infrastructure Models, Cloud computing protocols and On-
Demand services.

UNIT-II: CLOUD COMPUTING ARCHITECTURE

Requirements, Introduction to Cloud Computing Architecture,
various kinds of Cloud Computing Architecture, Grid Computing,
Transactional Computing, On Demand Computing, Distributed
Computing and Cloud Application Architectures.

UNIT-III: INTRODUCTION TO VIRTUALIZATION

History of virtualization, objectives of virtualization, benefits of
virtualized technology, the virtual service desk, virtualizability,
related forms of computing, virtualization processes.

UNIT-IV: VIRTUALIZATION TECHNOLOGIES

VMware, Microsoft Hyper-V, Virtual Iron, Xen, Ubuntu (Server
Edition), Software Virtualization, Para Virtualization, OS
Virtualization, Oracle Virtualization, Storage Virtualization
Technologies, Virtualization and Storage Management.

UNIT-V: SECURITY

Security issues in Cloud Computing - Data Security, Network
Security, and Host Security.

UNIT-VI: DISASTER RECOVERY

Disaster Recovery Planning, Disasters in the Cloud, Disaster
Management. Scaling a Cloud Infrastructure- Capacity Planning,
Cloud Scale.

UNIT-VII: GRAPH REDUCTION

Introduction, Types of Graphs, Examples, Representation and
Application.
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UNIT-VIII: CASE STUDIES

Google APP Engine, Yahoo Hadoop, OBIEE and Windows Azure.

TEXT BOOKS:

1. George Reese, Cloud Application Architectures Building Applications
and Infrastructure in the Cloud,  O'Reilly Media Released, 2009.

2. Ivanka Menken and Gerard Blokdi jk, Cloud Computing
Virtualization Specialist Complete Certification Kit - Study Guide
Book, Emereo Pvt Ltd, 2009.

REFERENCE BOOKS:

1. Rajkumar Buyya, James Broberg and Andrzej Goscinski, Cloud
computing principles and paradigms, john Wiley and sons, 2011.

2. Michael Miller, Cloud Computing, 1
st
 edition, Dorling Kindersley

India, 2009

3. Danielle Ruest, Mhe, Virtualization: A Beginner's Guide, 1
st
 edition,

2009

4. Barrie Sosinsky, Cloud Computing bible, Wiley India Pvt Ltd, 2011.
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IV B.Tech. I Semester
10BT71211: WEB PROGRAMMING LAB

Int. Marks Ext. Marks Total Marks L   T   P   C

      25       50      75 -   -   3   2

PREREQUISITES: A Course on "Object Oriented Program-

ming".

COURSE DESCRIPTION: Development of static web pages

using HTML: Validation of web pages using JavaScript: Stor-

age and transfer of data using XML documents: Create server

side applications using Servlets and JSP: Establish connec-

tions to databases using JDBC.

COURSE OUTCOMES:

On successful completion of this course, the student will be

able to:

1. Gain skills on HTML for static web page design and

JavaScript for validation of web page content.

2. Gain skills for designing and developing the client server

web applications using the concepts of Servlets, JSP and

JDBC.

3. Apply XML concepts for transferring data between web

applications in real time.

4. Acquire independent problem solving in developing dynamic

web applications.
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LIST OF EXPERIMENTS:

1. Design the following static web pages required for an online
book store web site.

A.   Home Page:

The static home page must contain the following three frames:

Top frame: Logo and the book store name and links to Home
page, about us page, collections page, contact us page and
cart page.

Left frame: At least four links for navigation, which will display
the book catalogue of respective areas. For e.g.: when you
click the link "Computer" the catalogue for computer books should
be displayed in the right frame.

Right frame: The pages of the links in the left and top frame
must be loaded here. Initially it will display the description of
the web site, i.e., page of the Home link will be loaded.

Logo Name of the Book Store

Home About Us Collections Contact Us Cart

Computer
Electrical
Electronic
Bio-Tech Description of the Web Site

Sign In
New User?
Sign Up

B.   Login Page:

The login page looks like as follows (Link this page to Sign In
link):
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2.  Design the following static web pages for an online book
store web site.

A. Catalogue Page:
     The catalogue page should contain the details of books
available in the web site. The details  are as follows:

a. Snap shot of cover page b. Text book  name
c. Author name d.  Publisher
e. Price f.   Add to cart link.

Logo Name of the Book Store

Home About Us Collections Contact Us Cart

Computer
Electrical
Electronic
Bio-Tech

User ID:

Password:

New User? Sign Up

 Submit  Reset 

Logo Name of the Book Store        

Home About Us Collections Contact Us Cart

Computer
Electrical
Electronic
Bio-Tech

Computer Books

Cover 
Page Book Details Price Remarks

Book :  XML Bible
Author : Winston

Publication : Wiley
INR
399.00 Add to 

Cart

Book :  Multimedia
Author : Ze Nian Li

Publication : 
Prearson

INR
455.00 Add to 

Cart

Book : HTML
Author : Watson
Publication : SPD

INR
355.00

Add to 
Cart
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C.  Cart Page:

3. Write a JavaScript code to validate the following fields of the
registration page.

a. First Name/Last Name - should contain only alphabets
and the length should not be less than 3 characters.

b. User ID - It should contain combination of alphabets,
numbers and _. It should not allow spaces and
special symbols.

c. Password - It should not be less than 8 characters in
length.

4. Write a JavaScript code to validate the following fields of the
registration page.

a. Date of Birth - It should allow only valid date;
otherwise display a message stating that entered

date is invalid. Ex. 29 Feb. 2009 is an invalid date.

b. Mobile No. - It should allow only numbers and total

number of digits should be equal to 10.

Logo Name of the Book Store 

Home 
About 

Us 
Collections Contact Us Cart 

Computer 
Electrical 
Electronic 
Bio-Tech 

 
Selected Books 

 
Book Name       Price         Quantity             Amount            
XML bible        399.00             2              INR 798.00 
HTML              355.00            1               INR 355.00 
 
                                 Total amount (INR): 1153.00 

B. Registration Page:
     Design the Registration page with the following fields (Link
this page to Sign Up link).

a. First Name b. Last Name
c. User ID d. Password
e. Confirm Password f. Gender
g. Date of Birthh. Address i. Postal Code
j. Linguistics k. Mobile No.
l. Email-ID
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c. E-mail id - It should allow the mail id with the
following format:

Ex. mailid@domainname.com

5. Apply the following styles to static pages of online book store
web site using CSS (Cascading Style Sheets):

a. Fonts and Styles: font-family, font-style, font-weight and
font-size

b. Backgrounds and colors: color, background-color,
background-image and background-repeat

c. Text: text-decoration, text-transformation, text-align and
text-indentation, text-align

d. Borders: border, border-width, border-color and border-
style

e. Styles for links: A:link, A:visited, A:active, A:hover
f. Selectors, Classes and Layers.

6. Write an XML file which includes the following:

a. Title of the book b. Author of the book
c. ISBN number d. Name of the publisher
e. Edition f. Price

 i. Write a Document Type Definition (DTD) or XML Schema to
validate the above XML file.

ii. Display the contents of the XML file with the following format
using XSL.

The contents should be displayed in a table. The header of
the table should be in color  grey, and the author names should be
displayed in red color, bold and capitalized. Use your own colors for
remaining fields.

7. a. Deploy web pages of online book store web site using Apache
Tomcat web server and  then  navigate them thorough the
default port number of the tomcat web server.

    b. Write a Java Servlet program for displaying the system date.

   c. Write a Java Servlet program to red user name and his/her
favorite color from the html form. Dsplay the name of the user
in green color and set user favorite color as a background
color to the web page.
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8.    Write a Java Servlet program to read the user id and password
entered in the Login form and authenticate with the values
(user id and passwords) available in the cookie and web.xml
file. If he/she is a valid user (i.e., user id and password match)
you should welcome him/her by user id otherwise you should
display a message stating that you are not an authorized user.
Use the following methods for storing user id's and passwords:

a. Using Cookes - Assume four user id's user1, user2, user3 and
user4 and their passwords pwd1, pwd2, pwd3 and pwd4
respectively.  Create four cookies on four user id's and
passwords.

b. Initialization Parameters in web.xml - Store the user id's and
passwords in the web.xml file and access them through the
servlet by using the getInitParameters() method.

9.    Write a Java Servlet or JSP to store user details (entered in the
Registration Form) into the database using JDBC. Use any
RDBMS as backend for storing user details.

10.  Write a Java Servlet or JSP to authenticate the user by reading
user id and password entered in the Login form.  Compare
User id and password values with user id's and passwords
stored at database. If he/she is a valid user (i.e., user id and
password match) you should welcome him/her by name (first
name + last name), otherwise you should display a message
stating that you are not an authorized user.

11. a. Write a Java program for storing books details like Name of
the text book, author, publisher,   edition and price into the
database using JDBC. Store books in database based on
the category (i.e., Computer/Electrical/Electronic/Bio-Tech).

     b. Write a Java servlet or JSP for updating catalogue page to
extract books details from the  database and then display
them in tabular format using JDBC.

12. HTTP is a stateless protocol. Session is required to maintain the
state. The user may add some items to cart from the catalogue
page. He can check the cart page for the selected items. He
may visit the catalogue again and select some more items. Here
our interest is the selected items should be added to the old
cart rather than a new cart. Multiple users can do the same
thing at a time (i.e., from different systems in the LAN using the
IP-address instead of localhost). This can be achieved through
the use of sessions. Every user will have his own session which
will be created after his successful login to the website. When
the user logs out his session should get invalidated. Modify your
catalogue and cart pages to achieve the above mentioned
functionality using sessions.
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IV B.Tech. I Semester

10BT71212: MULTIMEDIA AND APPLICATIONS
DEVELOPMENT LAB

Int. Marks Ext. Marks Total Marks L   T   P   C

      25       50      75 -   -   3   2

PREREQUISITES: Courses on 'Object Oriented Programming'

and 'Computer Graphics'

COURSE DESCRIPTION: Animating Flash Movies and Devel-

oping ActionScript Applications using a Flash Tool.

COURSE OUTCOMES:

On successful completion of this course, the student will be

able to:

1. Gain skills in flash animation techniques and ActionScript

programming to develop flash movies.

2. Design and develop various user authoring applications,

multimedia games and animation movies using flash tool.

3. Apply various ActionScript programming principles to

animate interactive flash movies for presenting multimedia

content more efficiently.

4. Create novel multimedia applications independently.
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THE FOLLOWING EXPERIMENTS ARE TO BE DEVELOPED
USING ADOBE FLASH TOOL:

1. Draw an object and apply the following animation techniques:

a. Motion Tween b. Rotaion

c. Shrink and Grow d. Shape Tween

e. Add Guide Layer

2. a. Animate a Flash movie that shows the truck moving behind
the trees.

      b. Animate a Flash movie that shows the Flag hoisting.

3. a. Animate a  Flash movie that shows the Spotlight Masking.
Use text as a masked object and circle as a mask object.

b. Create a Flash movie that shows the complete word will
appear on the stage from letters that fly in from various
points. Use graphical text while animating the movie.

4. Animate a Flash movie that shows rolling wheels on a moving
vehicle.  Create a movie clip symbol of a rolling wheel and
then add two instance of that symbol to the vehicle. Apply
motion tween to make the vehicle drive across the road.

5. Create a Flash movie that enables the user to click left and
right arrow buttons to view the images  of the Movie Clip in
left and right directions respectively. Initially add a set of
images to the Movie Clip and then view the images of the
Movie Clip through the buttons by writing necessary action
script code.

Note: Left and Right arrow buttons should be created by
the user.

6. Create a Flash movie that accepts User Id and Password
from the user. Validate User Id and Password fields whenever
the user presses the submit button. If a user id and password
are correct display a welcome message otherwise display a
message as invalid user. Store different user's user id's and
passwords using an array object.

7. Create a Flash movie that allows the user to control the
movement of the movie clip through the keyboard. Once
the user presses the Left, Up, Right and Down arrow keys
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of the keyboard, the movie clip should move in Left, Upward,
Right and Downward directions respectively. Make sure that,
the movie clip will move in a specified boundary of the stage.

8. Write an Action Script application to sort N integer array
elements.

9. Write an Action Script application to display Movie Clip's
randomly.

10. Write an Action Script application to determine points along a
circle.

11. Write an Action Script application to perform the following
operations.

a. Drawing a Line b. Drawing a Curve

c. Drawing a Rectangle d. Filling a shape with specified color

e. Filling a shape with gradient color

12. Write an Action Script application to apply the mask to an image.

13. Write an Action Script application to convert Indian currency to
foreign currency.

14. Write an Action Script application to link MovieClip symbol with
subclass of MovieClip class by using linkage property.

15. Write an Action Script application to design/validate the User
Registration form.
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IV B.Tech. I Semester

10BT71213: MINI-PROJECT

Int. Marks Ext. Marks Total Marks L   T   P   C

      25      50      75  -   -    -   2

PREREQUISITES: All courses of the program up to III B. Tech.,
II Semester.

COURSE DESCRIPTION:Identification of topic for the mini-project; Lit-
erature survey; Collection of preliminary data; Performing critical study
and analysis of the topic identified; Identification of implementation tools
and methodologies; Time and cost analysis; Design and Implementa-
tion of the project work; Testing and enhancement of project work;
Preparation of project report and presentation.

COURSE OUTCOMES:

On successful completion of project work, the student will be able to:

• Demonstrate in-depth knowledge in the related areas of mini-project
topic.

• Analyze critically the requirements specifications and design
methodologies of the proposed system.

• Perform coding and evaluate inputs and outputs of the proposed
system.

• Gain skills to solve real life problems related to industry, and
academic institutions.

• Use modern tools and technologies for the implementation of the
mini-project.

• Provide solutions to complex engineering problems by considering
their impact on society and legal context.

• Understand the impact of mini-project results in the context of
environmental sustainability.

• Follow ethical behavior in showcasing the results of mini-project.

• Function effectively as individual and a member in the mini-project
team.

• Develop communication skills, both oral and written for preparing
and presenting mini-project reports.

• Perform and evaluate feasibility studies like cost-benefit analysis,
technical feasibility, time feasibility and Operational feasibility for
the project.

• Engage in lifelong learning to improve knowledge and competence
in the chosen field of mini-project.
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IV B.Tech. I Semester

10BT7HS01: PROFESSIONAL ETHICS
       (AUDIT COURSE)

Int. Marks Ext. Marks Total Marks L   T   P   C

      -      -      - -   3    -    -
PREREQUISITES: Nil

COURSE DESCRIPTION:Introduction to engineering ethics;

Professional characteristics; Role of engineering in social ex-

perimentation; Rights and responsibilities of engineers; Global

issues in ethics; Ethics for engineers in various roles.

COURSE OUTCOMES:

On successful completion of this course, the student will be

able to:

1. Demonstrate knowledge in engineering ethics.

2. Analyze ethical issues for corrective action.

3. Develop ethical environment in public and business

environment.

4. Investigate and synthesize available information to provide

valid conclusions in public and business environment.

5. Apply ethical issues in day-to-day life in harmonious with

the society.

6. Follow environmental ethics while conducting business.

7. Apply ethical principles and commit to professional ethics,

norms and responsibilities and norms of the engineering

practice.
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DETAILED SYLLABUS:

UNIT-I: ENGINEERING ETHICS

Scope and aims of engineering ethics-Senses of Engineering

Ethics- Variety of Moral Issues-Types of Inquiry- Moral
Dilemmas,- Moral Autonomy- Kohlberg's Theory, Gilligan's theory,
Consensus and Controversy.

UNIT-II: PROFESSIONAL IDEALS AND VIRTUES

Theories about virtues, professional responsibility, integrity, self-
respect, sense of "responsibility". Self-Interest, Customs and
Religion- Self-interest and ethical egoism, customs and ethical

relativism, religion and divine command ethics. Use of ethical
theories- resolving moral dilemmas and Moral leadership.

UNIT-III: ENGINEERING AS SOCIAL EXPERIMENTATION

Engineering as experimentation- similarities to standard
experiments, learning from the past and knowledge gained.
Engineering as Responsible experiments-Conscientiousness. Moral

autonomy and accountability, the challenger case.

UNIT-IV: RESPONSIBILITIES AND RIGHTS

Collegiality and Loyalty, Respect for authority, collective

bargaining, confidentiality, conflict of interests, occupational
crime. Rights of Engineers- Professional rights, whistle-blowing,
The bart case, employee rights and discrimination.

UNIT-V: GLOBAL ISSUES

Multinational corporations-Professional ethics, environmental
ethics, computer ethics, Engineers as Managers, Consultants
and Leaders. Engineers as managers - Managerial ethics applied

to engineering profession.
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TEXT BOOKS:

1. Mike W. Martin, Roland Schinzinger, Ethics in Engineering,
Tata McGraw-Hill, 3rd edition, 1996, 2007.

2.  Govindarajan M, Nata Govindarajan. M, Natarajan. S, Senthilkumar.
V.S, Engineering Ethics, Prentice Hall of India, 2004.

REFERENCE BOOKS:

1.   Dr. S. Kannan, K. Srilakshmi, Human Values and Professional
Ethics, Taxmann Allied Services pvt ltd., 2009.

2.    Edmund G seebauer and Robert L Barry, Fundamental of Ethics for
scientists and Engineers, Oxford University Press, Oxford, 2001.

3.    Charles F Fledderman, Engineering ethics, Pearson Education/
Prentice Hall, NewJercy, 2004.
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IV B.Tech. II Semester

10BT6HS01: MANAGEMENT SCIENCE

 Int. Marks Ext. Marks Total Marks     L   T   P  C
    30      70      100   4   -   -   4

PREREQUISITES: Nil

COURSE DESCRIPTION: Management science approaches in
organizations, including modeling and rational approaches to
decision-making process; Historic development of manage-
ment thought: decision making; the management functions of
planning, organizing, leading and controlling. Case analysis;
materials management; business simulations and real-time
projects; analysis and communication, using real world appli-
cations and cases; decision analysis as applied to tactical
and strategic business decisions.

COURSE OUTCOMES:

On successful completion of this course, the student will be
able to:

1. Understand fundamental  needs of a small business
enterprise and identify the avenues for improvement.

2. Analyze lacunae in management practices in an organization
and provide qualitative assessment of the possible remedies
to address the lacunae.

3. Design administrative system and process flow for small
enterprises for maximizing efficiency.

4. Apply problem-structuring methods used within
Management Science.

5. Exercise discernment in implementing managerial decisions
for ethical, safe, and sustainable operations of the business

operations.
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DETAILED SYLLABUS:

UNIT-I: INTRODUCTION TO MANAGEMENT

Concepts of management and organization - Nature and
Importance of management - Evolution of management thought
- Functions of management - Contributions of F.W. Taylor and
Henri Fayol to the management - Systems approach to
management - Managerial skills - Elements of corporate planning
process - Environmental scanning - SWOT Analysis - Social
responsibilities of management.

UNIT-II: DESIGNING ORGANIZATIONAL STRUCTURES

Basic concepts related to organization - Departmentation and
decentralization - Types of organizations - Merits, demerits and
adoptability to modern firms.

UNIT-III: OPERATIONS MANAGEMENT

Principles and types of plant layout - Methods of production -
Forecasting - Forecasting methods - Work study - Basic
procedure involved in method study and work measurement -
Statistical quality control: Factors affecting quality - Quality
control using control charts (simple problems) - Acceptance
sampling.

UNIT-IV: MATERIALS MANAGEMENT

Materials management objectives - Inventory - Types of
inventory - Safety stock - Classical EOQ model - Need for
inventory control - EOQ simple problems - ABC analysis -
Purchase pro cedure - Stores management.

Marketing: Functions of marketing - Marketing mix - Channels
of distribution.

UNIT-V: HUMAN RESOURCES MANAGEMENT (HRM)

Nature and scope of HRM - HRD and personnel management
and industrial relations - Functions of HRM - Role of HR Manager
in an organization - Performance appraisal - Job evaluation and
merit rating - Motivation - Importance of motivation -   Maslow's
theory of human needs - McGregor's theory X and theory Y -
Herzberg's two-factor theory.
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UNIT-VI: PROJECT MANAGEMENT (PERT/CPM)

Network analysis - Program evaluation and review technique (PERT)
- Critical path method (CPM) - Identifying critical path - Probability
of completing the project within given time - Project cost analysis -
Project crashing (simple problems).

UNIT-VII: ENTREPRENEURSHIP

Introduction to entrepreneurship - Definition of an entrepreneur -
Entrepreneurial traits - Entrepreneur vs. manager - Entrepreneurial
decision process - Role of entrepreneurship in economic development
- Social responsibil ities of entrepreneurs - Opportunities for
entrepreneurs in India and abroad - Women as an entrepreneur.

UNIT-VIII: CONTEMPORARY MANAGEMENT PRACTICES

Basic concepts of Just-In-Time (JIT) system - Total quality
management (TQM) - Value chain analysis - Enterprise resource
planning (ERP) -  Business process outsourcing (BPO) - Globalization-
Management challenges - Intellectual property rights - Supply chain
management - Role of information technology in managerial decision
making.

TEXT BOOKS:

1. O.P. Khanna, Industrial Engineering and Management,  Dhanpat
Rai and Sons, 2010.

2. Stoner, Freeman and Gilbert, Management, 6th edition, Pearson
Education, New Delhi, 2005.

REFERENCE BOOKS:

1. Kotler Philip and Keller Kevin Lane, Marketing Mangement, 12
th

edition, PHI, New Delhi, 2007.

2. Koontz and Weihrich, Essentials of Management, 6
th
 edition, TMH,

New Delhi, 2007.

3. N.D. Vohra, Quantitative Techniques in Management, 2
nd

 edition,
TMH, New Delhi.

4. Heinz Weihrich and Harold Koontz, Management- A Global
Perspective, 10

th
 edition, McGraw-Hill International.
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IV B.Tech. II Semester

10BT81201: SERVICE ORIENTED ARCHITECTURE
          (ELECTIVE - III)

 Int. Marks Ext. Marks Total Marks     L   T   P  C
    30      70      100   4   -   -   4

PREREQUISITES: A Course on “Web Technologies” and
“Software Engineering”.

COURSE DESCRIPTION: Introduction to SOA, Web services
& Primitive SOA; WS extensions; Principles of SOA, Service

Layers, Delivery strategies; Service Modeling; Service and
Business process design- Simple Object Access Protocol
(SOAP), Web Services Description Language (WSDL), and Web
Services- Business Process Execution Language (WS-BPEL).

COURSE OUTCOMES:

On successful completion of this course, the student will be
able to:

1.   Gain knowledge on:

        •    Primitive SOA, Contemporary SOA

        •    Fundamental of web services

        •    Principles, services and Policies of Service Orientation

2. Able to analyze complex business process critically in
identifying appropriate service model logic.

3. Gain skills on Technologies: XML, WSDL, WS-BPEL related
to SOA.



SVEC10 - Information Technology 231

DETAILED SYLLABUS:

UNIT-I: INTRODUCING SOA

Fundamental SOA, Common Characteristics of Contemporary
SOA, Common tangible benefits of SOA, Common pitfalls of
adopting SOA.

The Evolution of SOA: An SOA Timeline, The continuing evolution
of SOA, The roots of SOA.

UNIT-II: WEB SERVICES AND PRIMITIVE SOA

The Web Services Frame work, Services, Service descriptions,
Messaging.

Web Services and Contemporary SOA (Part I-Activi ty
Management and Composition): Message exchange patterns,
Service Activity Coordination, Atomic transactions, Business
Activities, Orchestration, Choreography.

UNIT-III: WEB SERVICES AND CONTEMPORARY SOA (PART
II-ADVANCED MESSAGING, METADATA, AND SECURITY)

Addressing, Reliable messaging, Correlation, Policies, Metadata
exchange, Security, Notification and eventing.

UNIT-IV: PRINCIPLES OF SERVICE-ORIENTATION

Service - Orientation and the enterprise, Anatomy of SOA,
Common Principles of Service-Orientation, Interrelation between
Principles of Service-Orientation, Service Orientation and Object
Orientation, Native Web Services support for Principles of
Service-Orientation.

UNIT-V: SERVICE LAYERS

Service-Orientation and Contemporary SOA, Service Layer
abstraction, Application Service Layer, Business Service Layer,
Orchestration Service Layer, Agnostic Services, Service Layer
Configuration Scenarios.

SOA Delivery Strategies: SOA delivery lifecycle phases, The
top-down strategy, The bottom-up strategy, The agile strategy.

UNIT-VI: SERVICE ORIENTED ANALYSIS

Part I-Introduction: Introduction to Service Oriented Analysis,
Benefits of a Business Centric SOA, Deriving Business Services.



SVEC10 - Information Technology 232

Part II-Service Modeling: Service Modeling, Service Modeling
guidelines, Classifying Service model logic, Contrasting Service
modeling approaches.

UNIT-VII: SERVICE ORIENTED DESIGN

Part I-Introduction: Introduction to Service-Oriented design, WSDL
related XML Schema language basics, WSDL language basics,
Service interface design tools.

Part II-SOA Composition Guidelines: SOA Composing steps,
Considerations for choosing service layers, Considerations for
positioning core SOA standards, Considerations for choosing SOA
extensions.

Part III-Service Design: Service Design overview, Entity-centric
business Service  Design, Application Service Design, Task-centric
business Service Design, Service Design guidelines.

UNIT-VIII: SERVICE ORIENTED DESIGN (PART IV-BUSINESS
PROCESS DESIGN)

WS-BPEL language basics, WS- Coordination overview, Service
Oriented Business process Design.

Fundamental WS-* Extensions: WS-Addressing language basics,
WS-Reliable Messaging language basics, WS-Policy language basics,
WS-Metadata Exchange language basics, WS-Security language
basics.

TEXT BOOK:

1. Thomas Erl, Service-Oriented Architecture - Concepts, Technology,
and Design, Pearson Education, 2005.

REFERENCE BOOKS:

1. Jeff Davies & others, The Definitive guide to SOA, Apress,
Dreamtech, 2007.

2. E.Hewitt, Java SOA Cook book, SPD, 2009.

3. N.M.Josuttis , SOA in Practice, SPD, 2007.

4. M.Rosen and others,  Applied SOA, Wiley India pvt. Ltd, 2009.
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IV B.Tech. II Semester

10BT81202: INFORMATION RETRIEVAL SYSTEMS
           (ELECTIVE - III)

 Int. Marks Ext. Marks Total Marks     L   T   P  C

    30      70      100    4   -   -   4

PREREQUISITES: A Course on "Database Management

Systems".

COURSE DESCRIPTION: Introduction; Information Retrieval

System Capabilities; Cataloging and Indexing; Data Struc-

tures; Automatic Indexing; Document and Term Clustering;

User Search Techniques; and Text Search Algorithms.

COURSE OUTCOMES:

On successful completion of this course, the student will be

able to:

1. Acquires knowledge in:

• Introduction about Information Retrieval Systems.

• Features and capabilities of Information Retrieval

System.

2. Design and develop various indexing methods and data

structures to extract and to store data items.

3. Acquire problem solving skills to apply clustering algorithms

to classify similar data items into classes, text search

techniques to retrieve relevant information and evaluation

of information retrieval systems.
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DETAILED SYLLABUS:

UNIT-I: INTRODUCTION

Definition, Objectives, Functional Overview, Relationship to
DBMS, Digital libraries and Data Warehouses.

UNIT-II: INFORMATION RETRIEVAL SYSTEM CAPABILITIES

Search, Browse, Miscellaneous.

UNIT-III: CATALOGING AND INDEXING

Objectives, Indexing Process, Automatic Indexing, Information
Extraction.

UNIT-IV: DATA STRUCTURES

Introduction, Stemming Algorithms, Inverted file structures, N-
gram data structure, PAT data structure, Signature file structure,
Hypertext data structure.

UNIT-V: AUTOMATIC INDEXING

Classes of automatic indexing, Statistical indexing, Natural
language, Concept indexing, Hypertext linkages.

UNIT-VI: DOCUMENT AND TERM CLUSTERING

Introduction, Thesaurus generation, Item clustering, Hierarchy
of clusters.

UNIT-VII: USER SEARCH TECHNIQUES

Search statements and binding, Similarity measures and ranking,
Relevance feedback, Selective dissemination of information
search, Weighted searches of Boolean systems, Searching the
Internet and hypertext.

Information Visualization: Introduction, Cognition and perception,
Information visualization technologies.

UNIT-VIII: TEXT SEARCH ALGORITHMS

Introduction, Software text search algorithms, Hardware text
search systems.
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Multimedia Information Retrieval:  Audio retrieval, Graph retrieval,
Image retrieval, Video retrieval.

Information System Evaluation: Introduction, Measures used in
system evaluation, Measurement example - TREC results.

TEXT BOOK:

1. Kowalski, Gerald, Mark T Maybury,  Information Storage and
Retrieval Systems: Theory and Implementation, Kluwer Academic
Press ,1997.

REFERENCE BOOKS:

1. Frakes, W.B., Ricardo Baeza-Yates, Information Retrieval Data
Structures and Algorithms, Prentice Hall,1992.

2. Ricardo Baeza-Yates,   Modern Information Retrival, Pearson
Education, 1997.

3. Robert Korfhage, Information Storage and Retieval, John Wiley
and Sons, 1997.
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IV B.Tech. II Semester

10BT81203: INTELLECTUAL PROPERTY RIGHTS

           (ELECTIVE - III)

 Int. Marks Ext. Marks Total Marks     L   T   P  C

    30      70      100    4   -   -   4

PREREQUISITES: A Course on "Professional Ethics".

COURSE DESCRIPTION: Introduction to Intellectual Property

Rights; International law on Intellectual Property; Law of Copy-

right in India; Law of Patents in India; Law of Trademarks in

India; Law of designs in India;  The Geographical Indications

of Goods and case studies to demonstrate patents of Google,

Microsoft, Yahoo and their disputes.

COURSE OUTCOMES:

On successful completion of this course, the student will be

able to:

1. Acquire knowledge on

• Intellectual Property Rights - Copyright, Patents,

Trademarks and Design.

• Patents of Google, Yahoo and Microsoft.

2. Design and develop products by following National &

International Laws of Intellectual Property.

3. Follow ethical code of conduct in professional activities

such as procedure for registration of goods.
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DETAILED SYLLABUS:

UNIT-I: INTRODUCTION

Definition,  Attributes of intellectual property, Divisions of
intellectual property: copy rights, patents, designs, Trademarks.
Development of the law of intellectual property and international
laws impact on it, Benefits of protection of intellectual property,
Local Remedies, Introduction to PTO and FTO.

UNIT-II: INTERNATIONAL LAW ON INTELLECTUAL PROPERTY

World Intellectual Property Organisation (W.I.P.O), Patent
Cooperation Treaty (P.C.T), W.I.P.O Copyright Treaty, TRIP'S
Agreement, General Agreement on Tariffs and Trade(GATT).

UNIT-III: LAW OF COPYRIGHT IN INDIA

Introduction, Object of Copyrights, Extension of Copyrights to
various new fields, Statement of objects and Reason, Subject-
matter of Copyrights, Modes of Copyrights, Registration of
Copyrights, Copyrights societies, International Copyrights,
Authorities under the Copyright act.

UNIT-IV: LAW OF PATENTS IN INDIA

Introduction, How patent is granted and Rights conferred
thereby, Amendment, Restoration, Surrender and Revocation of
Patents, Anticipation.

UNIT-V: LAW OF TRADEMARKS IN INDIA

Introduction, Development of the Law of Trademarks,
International  Conventions, Treaties and Protocols on
implementation of Inter-State Trade marks, Registration of
Trademarks.

UNIT-VI: LAW OF DESIGNS IN INDIA

Introduction, Registration of designs, Copyright of registered
designs, Controller functions and powers against the orders,
Industrial and International Exhibition and Piracy of Registered
designs.

UNIT-VII: THE GEOGRAPHICAL INDICATIONS OF GOODS

Introduction, Geographical indication, The Register and conditions
for registration, procedure for registration, Rights conferred by
registration, Infringement and reliefs.
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UNIT-VIII: CASE STUDIES

Patents (Google, Yahoo and Microsoft etc), Disputes.

TEXT BOOKS:

1. R.K.Nagarajan, Intellectual Property Law, 3rd edition,  Allahabad
Law Agency publications, 2007.

2. S.K.Singh, Intellectual Property Rights Laws, 1st edition, Central
Law Agency publications, 2009.

REFERENCE BOOKS:

1. Subbaram N.R and S.Viswanathan , Handbook of Indian Patent
Law and Practice, Printers and Publishers Pvt. Ltd., 1998.

2. Adam Jolly and Jeremy Philpott (eds), A Handbook of Intellectual
Property Right Management: Protecting, developing and exploiting
your IP assets, London, Kogan Page, 2004.

3. Dr. G.B. Reddy,  Intellectual Property Rights and the Law, Gogia
Law Agency, 2005.

4. B.L. Wadhera, Intellectual Property Law, Universal Publishers,
2007.
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IV B.Tech. II Semester

10BT81204: DISTRIBUTED SYSTEMS
             (ELECTIVE- III)

 Int. Marks Ext. Marks Total Marks     L   T   P  C

    30      70      100    4   -   -   4

PREREQUISITES: A Course on "Operating Systems".

COURSE DESCRIPTION: Introduction to Distributed Systems;

Time and Global States; Inter Process Communication; Oper-

ating System Support; Distributed File Systems; Distributed

transactions and concurrency control; and Distributed shared

memory.

COURSE OUTCOMES:

On successful completion of this course, the student will be

able to:

1. Gain knowledge: Networking, Internetworking and Inter

Process Communication, Distributed File Systems,

Distributed transactions and concurrency control,

Distributed shared memory.

2. Analyze issues of internet to establish Inter-Process

Communication and Distributed File Systems

3. Develop Distributed transaction using concurrency control

principles and shared memory concepts.
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DETAILED SYLLABUS:

UNIT-I: INTRODUCTION

Introduction to Distributed systems, Examples of distributed
systems, Resource sharing and the web, Challenges. System
models: Introduction, Architectural models, Fundamental models.

UNIT-II: TIME AND GLOBAL STATES

Clocks, events and process states, Synchronizing physical clocks,
Logical time and logical clocks, Global states, Distributed
debugging, Distributed mutual exclusion.

UNIT-III: NETWORKING AND INTERNETWORKING

Introduction, Types of network, Network principles, Internet
protocols, Network case studies: Ethernet, Wireless LAN and
ATM.

UNIT-IV: INTER PROCESS COMMUNICATION

Introduction, The API for the internet protocols, External data
representation and marshalling, Client server communication,
Group Communication, Case study.

Distributed Objects and Remote Invocation: Communication
between distributed objects, Remote procedure call, Events
and notifications, Java RMI case study.

UNIT-V: OPERATING SYSTEM SUPPORT

Operating system layer, Protection, Process and Threads,
Communication and invocation, Operating System Architecture.

UNIT-VI: DISTRIBUTED FILE SYSTEMS

File System Architecture, SUN Network File System, The Andrew
File System, Recent advances.

Name Services: Introduction, Name services and the Domain
Name System, Directory and discovery services, Case study of
the Global Name Services.
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UNIT-VII: DISTRIBUTED TRANSACTIONS AND CONCURRENCY
CONTROL

Transactions, Nested Transactions, Locks, Optimistic Concurrency
control, Time stamp ordering. Flat and nested di stri buted
transactions, Atomic commit protocols, Concurrency control in
Distributed transactions, Distributed deadlocks, Transaction
recovery.

UNIT-VIII: DISTRIBUTED SHARED MEMORY

Design and implementation issues, Sequential consistency and ivy,
Release consistency and Munin, Other consistency models.

TEXT BOOK:

1. G Coulouris, J Dolimore and T Kindberg, Distributed Systems
Concepts and Design, 3rd edition, Pearson Education, 2002.

REFERENCE BOOKS:

1. A.S.Tanenbaum and M.V.Steen, Distributed Systems - Principles
and Paradigms, Pearson Education, 2002.

2. M Singhal, N G Shivarathri, Advanced Concepts in Operating
Systems, Tata McGraw-Hill Edition, 2003.
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IV B.Tech. II Semester

10BT81205: MIDDLEWARE TECHNOLOGIES
                (ELECTIVE- III)

 Int. Marks Ext. Marks Total Marks     L   T   P  C

    30      70      100    4   -   -   4

PREREQUISITES: Nil.

COURSE DESCRIPTION: Introduction to client server com-

puting; CORBA with JAVA; Introducing C# and the .NET plat-

form; Building C# applications; Core CORBA / JAVA; Existential

CORBA; JAVA Bean Component Model; and EJBS and CORBA.

COURSE OUTCOMES:

On successful completion of this course, the student will be

able to:

1. Acquire in depth knowledge in middleware platforms such

as .Net, JAVA and CORBA.

2. Acquire concepts of computing models for client server

architecture.

3. Develop programming skills for software oriented

architecture in JAVA, CORBA and C#.

4. Design application oriented architectures using middleware

technologies.
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DETAILED SYLLABUS:

UNIT-I: INTRODUCTION TO CLIENT SERVER COMPUTING

Evolution of corporate computing models from centralized to
distributed computing, client server models, Benefits of client
server computing, pitfalls of client server programming.

UNIT-II: CORBA WITH JAVA

Review of Java concept like RMI, RMI API, JDBC, Client/Server
CORBA-style, The object web.

UNIT-III: INTRODUCING C# AND THE .NET PLATFORM

Object -Oriented Programming with C#, Callback Interfaces,
Delegates and Events, Understanding .NET Assemblies.

UNIT-IV: BUILDING C# APPLICATIONS

Type Reflection, Late Binding and Attribute-Based Programming,
Object Serialization and the .NET Remoting Layer, Data Access
with ADO.NET, XML Web Services.

UNIT-V: CORE CORBA / JAVA

Two types of Client/ Server invocations-static, dynamic, The
static CORBA, first CORBA program, ORBlets with Applets,
Dynamic CORBA-The portable count, the dynamic count, multi
count.

UNIT-VI: EXISTENTIAL CORBA

CORBA initialization protocol, CORBA activation services, CORBA
IDL mapping, CORBA java- to- IDL mapping, The introspective
CORBA/Java object.

UNIT-VII: JAVA BEAN COMPONENT MODEL

Events, properties, persistency, Intrespection of beans, CORBA
Beans.

UNIT-VIII: EJBS AND CORBA

Object transaction monitors, CORBA OTM's, EJB and CORBA
OTM's, EJB container framework, Session and Entity Beans, The
EJB client/server development Process, the EJB container
protocol, support for transaction, EJB packaging, EJB design
Guidelines.
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TEXT BOOKS:

1. Robert Orfali and Dan Harkey, Client/Server programming with
Java and CORBA, 2nd edition, John Wiley and Sons, 2008.

2.  Andrew Troelsen, C# and the .NET Platform, 2nd edition, Apress
Wiley-dreamtech, 2003.

REFERENCE BOOKS:

1. D T Dewire, Client/Server Computing, 2
nd 

edition, Tata Mc GrawHill
Publications, 2008.

2. Robert Orfali Dan Harkey and Jeri Edwards, Client/Server Survival
Guide,3

rd
 edition, John Wiley and Sons, 2008.
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IV B.Tech. II Semester

10BT81206: SOFTWARE PATTERNS
(ELECTIVE- IV)

 Int. Marks Ext. Marks Total Marks     L   T   P  C

    30      70      100    4   -   -   4

PREREQUISITES: Courses on "Software Engineering," and

"Object Oriented Programming".

COURSE DESCRIPTION: Envisioning Software Architecture;

Creating an Architecture; Analyzing architectures; Introduction

to Design Patterns; Creational Patterns; Structural Patterns;

Structural Patterns; Behavioral Patterns and Case

studies.

COURSE OUTCOMES:

On successful completion of this course, the student will be

able to:

1. Gain knowledge in: Software architecture styles and

business life cycle.

2. Various design issues and patterns.

3. Analyze and identify architectural styles and patterns to

solve software design problems.

4. Apply appropriate software pattern to solve problems in

object oriented software design process.
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DETAILED SYLLABUS:

UNIT-I: ENVISIONING ARCHITECTURE

Definition of Software Architecture, Architectural patterns,
reference models, reference architectures, architectural
structures and views and the Architecture Business Cycle.

UNIT-II: CREATING AN ARCHITECTURE

Quality Attributes, Achieving qualities, Architectural styles and
patterns, designing the Architecture, Documenting software
architectures, Reconstructing Software Architecture.

UNIT-III: ANALYZING ARCHITECTURES

Architecture Evaluation, Architecture design decision making,
ATAM, CBAM.

Moving from One System to Many: Software Product Lines,
Building systems from off the shelf components, Software
architecture in future.

UNIT-IV: INTRODUCTION TO DESIGN PATTERNS

Definition, Pattern Description, Organizing catalogs, Role in
solving design problems, Selection and Usage.

UNIT-V: CREATIONAL PATTERNS

Abstract factory, builder, factory method, prototype, singleton.

Structural Patterns: Adapter, bridge, composite, decorator,
façade, flyweight, Proxy.

UNIT-VI: STRUCTURAL PATTERNS

Decorator, façade, flyweight, Proxy.

Behavioral Patterns: Chain of responsibility, command.

UNIT-VII: BEHAVIORAL PATTERNS

Interpreter, iterator, mediator, memento, observer, state,
strategy, template method, and visitor.
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UNIT-VIII: CASE STUDIES

Designing a Document Editor - Design issues of Lexi Editor in Deign
Patterns, The World Wide Web - a case study in interoperability.

TEXT BOOKS:

1. Len Bass, Paul Clements and Rick Kazman, Software Architecture
in Practice, 2nd edition, Pearson Education,2003.

2. Erich Gamma, Design Patterns, Pearson Education, 1995.

REFERENCE BOOKS:

1. David M. Dikel, David Kane and James R. Wilson, Software
architecture, Prentice Hall  PTR, 2001.

2. Eric Freeman and Elisabeth Freeman, Head First Design patterns,
O'REILLY, 2007.

3. Steven John Metsker and William C. Wake, Design Patterns in
Java, Pearson education, 2006.
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IV B.Tech. II Semester

10BT71504: NETWORK MANAGEMENT
               (ELECTIVE- IV)

 Int. Marks Ext. Marks Total Marks     L   T   P  C

    30      70      100    4   -   -   4

PREREQUISITES:A Course on "Computer Networks".

COURSE DESCRIPTION: Data Communications and Network

Management Overview; Basic Foundations; SNMPV1, SNMPV2

and SNMPV3 Network Management; Remote Monitoring; Tele-

communications Management Network; and Broad Band Net-

work Management.

COURSE OUTCOMES:

On successful completion of this course, the student will be

able to:

1. Understand tasks involved in management of networks.

2. Learn and apply SNMP protocol for computer network

management.

3. Apply the concepts to broadband networks and

telecommunication networks.
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DETAILED SYLLABUS:

UNIT-I: DATA COMMUNICATIONS AND NETWORK
MANAGEMENT OVERVIEW

Analogy of Telephone Network Management, Communication
Protocols and Standards, Case Histories on Networking and
Management, Network Management Functions, Network and
System Management.

UNIT-II: BASIC FOUNDATIONS

Standards, Models, and Language, Network Management
Standards, Network Management Models: Organization Model,
Information Model, Communication Model, Functional Model,
Network Management Applications, Abstract Syntax Notation
One: ASN.1, Encoding Structure.

UNIT-III: SNMPV1 NETWORK MANAGEMENT

History of SNMP Management, Internet Organizations and
Standards, SNMP Model, Organization and Information Models,
Communication and Functional Models.

UNIT-IV: SNMPV2 NETWORK MANAGEMENT

SNMPv2, Major Changes in SNMPv2, SNMPv2 System
Architecture, SNMPv2 Structure of Management Information,
SNMPv2 Management Information Base,  SNMPv2 Protocol.

UNIT-V: SNMPV3 NETWORK MANAGEMENT

SNMPv3, SNMPv3 Key Features, SNMPv3 Documentation
Architecture, SNMPv3 Applications, SNMPv3 Management
Information Base, SNMPv3 User-based Security Model, Access
Control.

UNIT-VI: REMOTE MONITORING

RMON, Remote Monitoring, RMON SMI and MIB, RMON1, RMON2,
A Case Study on Internet Traffic Network management tools,
systems and engineering.

UNIT-VII: TELECOMMUNICATIONS MANAGEMENT NETWORK

TMN Conceptual model, TMN standards, TMN Architecture, TMN
implementation, Network Management Applications.
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UNIT-VIII: BROAD BAND NETWORK MANAGEMENT

WAN, Wired and optical access Networks, advanced management
topics. Distributed Network Management, Reliable and Fault Tolerant
Network Management.

TEXT BOOK:

1. Mani Subramanian, Network Management: Principles and Practice,
Pearson Education, 2010.

REFERENCE BOOKS:

1. William Stallings, SNMP, SNMPv2, SNMPv3, AND RMON 1 and 2,
3

rd
 edition, Addison- Wesley, 1999.

2. Morris, Network Management,  Pearson Eduction 2006.

3. Mark Burges, Principles of Network System Administration, Wiley
Dreamtech, 2008.

4. Paul, Distributed Network Management, John Wiley, 2000.
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IV B.Tech. II Semester

10BT70505: SOFT COMPUTING
                 (ELECTIVE- IV)

 Int. Marks Ext. Marks Total Marks     L   T   P  C

    30      70      100    4   -   -   4

PREREQUISITES: Courses on"Discrete Mathematical

Structures", "Design and Analysis of Algorithms" and

"Optimization Techniques".

COURSE DESCRIPTION: Introduction to Soft Computing,

Fuzzy set theory, feed forward neural networks, feedback

neural networks, fuzzy rules and fuzzy reasoning, optimization

and genetic algorithms, neuro fuzzy control, neuro fuzzy

modeling and advanced applications.

COURSE OUTCOMES:

On successful completion of this course, the student will be

able to:

1. Acquire knowledge of principles and techniques of soft

computing such as neural networks, fuzzy-logic and genetic

algorithms.

2. Develop skills in modelling, designing and development of

real time systems.

3. Ability to solve and evolve decision making in real life

problems.
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DETAILED SYLLABUS:

UNIT-I: INTRODUCTION

Introduction to Soft Computing, Soft Computing Constituents
and Conventional AI, Soft Computing Characteristics.

Fuzzy Set Theory: Fuzzy Sets - Introduction, Basic Definition
and Terminology, Set-theoretic Operations, MF Formulation and
Parameterization.

UNIT-II: FEED FORWARD NEURAL NETWORKS

Adaptive Networks: Introduction, Architecture, Back Propagation
for Feed Forward Networks, Extension Back Propagation for
Recurrent Networks, Hybrid Learning Rule: Batch Learning,
Pattern by Pattern Learning, Different Ways of Combining
Steepest Descent LSE, Counter Propagation Networks, Adaptive
Resonance Theory Network, Radial Basis Function Network.

UNIT-III: FEEDBACK NEURAL NETWORKS

Supervised Learning: Introduction, Perceptrons, Back Propagation
Multilayer Perceptrons.

Unsupervised Learning: Introduction, Competitive Learning
Networks, Kohonen Self-Organizing Networks, Learning Vector
Quantization, Hebbaian Learning, The Hopfield Network.

UNIT-IV: FUZZY RULES AND FUZZY REASONING

Introduction, Extension Principles and Fuzzy Relations, Fuzzy
If-Then Rules, Fuzzy Reasoning.

Fuzzy Interference Systems: Introduction, Mamdani Fuzzy
Models, Sugeno Fuzzy Models, Tsukamoto Fuzzy Models.

UNIT-V: OPTIMIZATION AND GENETIC ALGORITHMS

Least Squares Methods for System Identification: Introduction,
Basics of Matrix Manipulation and Calculus, Least Squares
Estimator, Recursive Least Squares Estimator, Recursive LSE for
Time Varying Systems. Der ivative-based Optimization:
Introduction, Non-linear Least Squares Problems. Derivative-
Free Optimization: Introduction, Genetic Algorithms, Simulated
Annealing (TSP), Random Search.
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UNIT-VI: NEURO FUZZY CONTROL

Neuro Fuzzy Control-I: Introduction, Feedback Control Systems and
Neuro Fuzzy Control, Expert Control, Inverse Learning, Specialized
learning, Back Propagation Through Time and Real Time Recurrent
Learning.

Neuro Fuzzy Control-II: Introduction, Reinforcement Learning
Control, Gradient-Free Optimization, Gain Scheduling.

UNIT-VII: NEURO FUZZY MODELING

Adaptive Neuro-Fuzzy Interference Systems: Introduction,
Architecture, Hybrid Learning Algorithm, Learning Methods that
Cross-fertilize ANFIS and RBFN.

Coactive Neuro-fuzzy Modeling: Towards Generalized ANFIS-
Introduction, Frame Work, Neuron Functions for Adaptive Networks,
Neuro-Fuzzy spectrum.
Advanced Neuro Fuzzy Modeling: Classification and Regression
Trees, Data Clustering Algorithms: Introduction, K-Means Clustering,
Fuzzy C-Means Clustering.

UNIT-VIII: ADVANCED APPLICATIONS:

ANFIS Applications: Introduction, Printed Character recognition,
Inverse Kinematics Problem, Automobile MPG Identification,
Nonlinear System Identification, Channel Equalization.
Fuzzy Sets and Genetic Algorithms in Game Playing: Introduction,
Variants of Genetic Algorithm, Using Genetic Algorithms in Game
Playing, Simulation Results of the Basic Models, Using Fuzzily
Characterized Features, Using Polyploid GA in Game Playing.

TEXT BOOK:

1. Jang J.S.R., Sun C.T. and Mizutani E, Neuro-Fuzzy and Soft
computing, Prentice Hall, 2010.

REFERENCE BOOKS:

1. LiMin Fu ,Neural Networks in Computer Intelligence, Tata McGraw-
Hill Edition

2. Timothy J.Ross, Fuzzy Logic with Engineering Applications,
McGraw-Hill, 1997.

3. Davis E.Goldberg, Genetic Algorithms: Search, Optimization and
Machine Learning, Addison Wesley, N.Y., 1989.

4. S.Rajasekaran and G.A.V.Pai, Neural Networks, Fuzzy Logic and
Genetic Algorithms, PHI, 2003.

5. James A. Freeman/David M.Skapura, Neural Network Algorithms,
Application and Programming Techniques, Pearson Education.

6. Simson Haykin, Neural Networks, 2
nd

 edition, Pearson Education.
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IV B.Tech. II Semester

10BT80502: HUMAN COMPUTER INTERACTION
             (ELECTIVE - IV)

 Int. Marks Ext. Marks Total Marks       L   T   P  C

    30      70      100    4   -   -   4

PREREQUISITES: Nil

COURSE DESCRIPTION: Importance of user interface, graphi-

cal user interface, design process, screen designing, win-

dows, components, software tools and interaction devices.

COURSE OUTCOMES:

On successful completion of this course, the student will be

able to:

1. Gain knowledge in:

• The Graphical User Interface and Design Process

• Screen Designing and Windows Components

• Software Tools and Interaction Devices

2. Develop design using modern tools, usability and

experimental testing, and evaluation of human computer

interaction systems.

3. Communicate effectively with peers and experts about

requirements, design, and evaluation activities relating

to Human Computer Interaction.

4. Design, Develop and Implement an interface work either

individually or in teams.
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DETAILED SYLLABUS:

UNIT-I: INTRODUCTION

Importance of user Interface - definition, importance and benefits
of good design, a brief history of Screen design.

UNIT-II: THE GRAPHICAL USER INTERFACE

Popularity of graphics, the concept of direct manipulation,
graphical system, Characteristics, Web user interface-popularity,
characteristics, Principles of user interface design.

UNIT-III: DESIGN PROCESS

Human interaction with computers, importance of human
characteristics, human consideration in design, Human interaction
speeds, Understanding business functions.

UNIT-IV: SCREEN DESIGNING

Design goals - Screen planning and purpose, organizing screen
elements, ordering of screen data and content - screen
navigation and flow - Visually pleasing composition - amount of
information - focus and emphasis - presentation information
simply and meaningfully - information retrieval on web - statistical
graphics - Technological consideration in interface design.

UNIT-V: WINDOWS

System menus and Navigation schemes, selection of window,
selection of devices based controls and screen based controls,
organize and layout windows and web pages, Touch screen and
surface computing.

UNIT-VI: COMPONENTS

Text and messages, Icons and images, Multimedia, Colours -
colours uses, problems with colours, choosing colours.

UNIT-VII: SOFTWARE TOOLS

Specification methods-Grammars, Menu-Selection and Dialog-
box trees, Transition diagrams, State charts, Interface  Building
Tools-Interface mockup tools, Software-engineering tools.
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UNIT-VIII: INTERACTION DEVICES

Keyboard and function keys - pointing devices - speech recognition,
digitization and generation, image and video displays.

TEXT BOOKS:

1. Wilbert O Galitz, The essential guide to user interface design,
Wiley India education.

2. Ben Shneidermann, Designing the user interface, 3rd edition
Pearson Education Asia.

REFERENCE BOOKS:

1. Alan Dix, Janet Fincay, Gre Goryd, Abowd, Rssell Bealg, Human
Computer Interaction, Pearson.

2. Prece Rogers, Sharps, Interaction Design, Wiley Dreamtech.

3. Soren Lauesen, User Interface Design, Pearson Education.
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IV B.Tech. II Semester

10BT81207: WIRELESS NETWORKS
               (ELECTIVE - IV)

 Int. Marks Ext. Marks Total Marks       L   T   P  C

    30      70      100     4   -   -   4

PREREQUISITES: A Course on "Computer Networks"

COURSE DESCRIPTION: Generations of Wireless networks;

Characteristics of the wireless medium; Physical layer alter-

natives for wireless networks; Wireless medium access alter-

natives; Network planning; Wireless network operation; Wire-

less WANs; Wireless LANs.

COURSE OUTCOMES:

On successful completion of this course, the student will be

able to:

1. Acquire basic knowledge in :

i. Wireless network architecture and different generations

of architecture.

ii. Characteristic of wireless medium.

iii. Communication techniques at physical and medium access

layer.

2. Develop skills in wireless network planning and operation

for GSM and CDMA system.
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DETAILED SYLLABUS:

UNIT-I: OVERVIEW OF WIRELESS NETWORKS

Introduction - Information Network infrastructure, Overview of
existing network infrastructure, Applications, Evaluation of voice-
oriented wireless Networks, Evaluation of Data-oriented wireless
Networks, different generations of Wireless networks - 1G, 2G,
3G and beyond.

UNIT-II: CHARACTERISTICS OF THE WIRELESS MEDIUM

Introduction, radio propagation mechanisms, path-loss modeling
and signal coverage, effects of multi path and Doppler, channel
measurement and modeling techniques.

UNIT-III: PHYSICAL LAYER ALTERNATIVES FOR WIRELESS
NETWORKS

Introduction, applied wireless transmission techniques, short
distance base band transmission, UWB pulse transmission, Carrier
Modulated transmission, Broadband modems for higher speeds,
Spread Spectrum transmissions, High-speed Modems for Spread
spectrum technology, Diversity and Smart Receiving Techniques,
Comparison of modulation schemes, Coding techniques for
wireless communications.

UNIT-IV: WIRELESS MEDIUM ACCESS ALTERNATIVES

Introduction, fixed-assignment access for Voice-Oriented
networks, Random access for  Data-Oriented Networks,
Integration of Voice and Data Traffic - Data Integration in voice-
Oriented Networks and Voice Integration into Data- Oriented
Networks.

UNIT-V: NETWORK PLANNING

Introduction, wireless network topologies, Cellular Topology, Cell
Fundamentals, Signal-to-interference ratio calculation, capacity
Expansion Techniques, network planning for CDMA systems.

UNIT-VI: WIRELESS NETWORK OPERATION

Introduction, mobility management, radio resources and power
management, security in wireless networks.
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UNIT-VII: WIRELESS WANS

GSM, Mechanisms to support a Mobile Environment, communications
in the infrastructure, CDMA - The IS-95 CDMA Forward Channel,
The IS-95 CDMA Reverse Channel, Mobility and Radio Resource
Management in IS-95.

UNIT-VIII: WIRELESS LANS

Evaluation of the WLAN industry, Wireless Home networking, IEEE
802.11, Bluetooth, interface between Bluetooth and 802.11, Zigbee
wireless communications protocol.

Wireless Geolocation Systems: Wireless Geolocation System
Architecture, Technologies for wireless Geolocation.

TEXT BOOKS:

1. Kaveh Pahlavan and Prashant Krishnamurthy, Principles of
Wireless Networks-a Unified approach, Prentice-Hall of India Pvt
Ltd, 2006

REFERENCE BOOKS:

1. William Stall ings, Wireless communications and Networks,
Pearson education, 2005.

2. Theodore s. Rappaport, Wireless Communications -principles and
practice, 2

nd
 edition,PHI, 2002.

3. Jim Geier,   Wireless Networks first-step, Pearson education, 2005.

4. Sumit Kasera et al, 2.5G Mobile Networks: GPRS and EDGE, Tata
McGraw Hill, 2008.
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IV B.Tech. II Semester

10BT81211: COMPREHENSIVE VIVA-VOCE

Int. Marks Ext. Marks Total Marks L   T   P   C

     100       -      100 -   -    -   2

PREREQUISITES:All courses of the program.

COURSE DESCRIPTION:Assessment of student learn-

ing outcomes.

COURSE OUTCOMES:

Comprehensive Viva-Voce enables a successful

student to:

1. Demonstrate knowledge in the program domain.

2. Present views cogently and precisely.

3. Exhibit professional etiquette suitable for career

progression.
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IV B.Tech. II Semester

10BT81212:PROJECT WORK

Int. Marks Ext. Marks Total Marks L   T   P    C

     75      150      225 -   -   12  12

PREREQUISITES: All the courses of the program up to
IV B. Tech. - I Semester.

COURSE DESCRIPTION: Identification of topic for the project
work; Literature survey; Collection of preliminary data; Iden-
tification of implementation tools and methodologies; Performing
critical study and analysis of the topic identified; Time and
cost analysis; Design and Implementation of the project work;
Testing and enhancement of the project work; Preparation of
project report and presentation.

COURSE OUTCOMES:

On completion of the Project work, the student will be able
to:

1. Gain exposure and command in one or more application
domains related to the chosen problem.

2. Identify and define problem by synthesizing the literature
in relevant areas.

3. Perform modeling, develop code, implement and evaluate
resul ts using proposed methodology by considering
hardware and software requirements.

4. Gain skills to solve real life problems related to industry,
academic institutions and research issues.

5. Use modern technologies and software tools necessary
for project work implementation.

6. Apply engineering practices in project development to solve
society, health and legal issues.

7. Understand the impact of project results in the context

of environmental sustainability.
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8. Showcase ethical behavior and professionalism in preparing
project reports and presenting papers in conferences and
journals.

9. Work effectively as an individual or as a team member to
produce correct, efficient, well-organized and documented
programs in a reasonable time.

10. Develop communication skills, both oral and written for
preparing and presenting project reports.

11. Perform project cost and time estimates using various
techniques required for carrying out the project.

12. Decide the future scope and further enhancement  of the
proposed system and Engage in lifelong learning to improve
knowledge and competence in the chosen field of project.
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Rules of Disciplinary Action for
Malpractice/Improper conduct in Examinations

S. 
No. 

Nature of Malpractice /  
Improper Conduct 

Rule 
No. 

Punishment 

1. Possession of 
unauthorised material in 
printed or handwritten 
form or electronic devices 

Rules 
1(a), 
1(b) 

Expulsion from the examination hall 
and cancellation of examination in 
that subject.  If any outside person 
involves and helps the candidate for 
malpractice, the outside person  is 
handed over to the police and a 
case is registered.  

2. If the candidate copies 
evidently from various 
sources like, hand written 
material, typewritten or 
Photostat material, 
writing on body arms or 
clothes, writing with 
pen/pencil on calculators, 
scales, hall ticket, rubber 
etc. 

Rule 2 Expulsion from the examination hall 
and cancellation of exam in that 
subject and all other subjects the 
candidate has appeared, including 
practical examinations and project 
work. He/she shall not be permitted 
to appear for the remaining 
examinations.  

3. If any person imperso-
nates the other candidate 
in the examination. 

Rule 3 If the person is a student of the 
College he shall be expelled from 
examination and debarred. He shall 
forfeit the seat. The performance of 
the original candidate is cancelled 
for that series of examination and 
debarred for two semesters. 
If the person is an outsider, he/she 
shall be handed over to the police 
and a case is registered. 

4. If the candidate attempts 
to steal/mutilate/damage 
(or) tries to send out the 
answer book (or) Takes 
out (or) arranges to send 
out the question paper 
during the examination. 

Rule 4 Expulsion from the examination hall 
and cancellation of performance in 
that subject and all the other 
subjects the candidate has already 
appeared, including practical 
examinations and project work. 
He/she shall not be permitted for 
the remaining examinations of the 
courses in that semester/year.  
The candidate is also debarred for 
two consecutive semesters. 
 
This matter shall be reported to 
police and a case is registered 
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5. If the candidate uses 
objectionable, abusive or 
offensive language in the 
answer paper, or writes 
to the examiner 
requesting him to award 
pass marks. 

Rule 5 Cancellation of the perfor-mance in 
that course. 

6. If the candidate refuses 
to obey the examination 
authorities (or) 
misbehaves (or)  creates 
disturbance of any kind in 
and around the examina-
tion hall (or) organizes a 
walk out, (or) threatens 
(or) assaults the 
invigilator and indulges in 
the act of misconduct, 
destruction of property on 
the campus. 

Rule 6 In case of students of the college, 
they shall be expelled from 
examination and their examination 
performance stands cancelled. 
In case of outsiders, they will be 
handed over to the police and a 
case is registered against them. 

7. If the candidate 
possesses any lethal 
weapon or firearm in the 
examination hall. 

Rule 7 Expulsion from the examination hall 
and cancellation of the performance 
in that subject and all other 
subjects the candidate has already 
appeared, including practical 
examinations of the subjects of that 
semester/year. The candidate is 
also debarred and forfeits the seat. 

This matter shall be reported to 
police and a case is registered 

8. If a student of the 
College, who is not a 
candidate for the 
particular exam or any 
person not connected 
with the College indulges 
in any malpractice or 
improper conduct 
mentioned in clauses 6 
and 7. 

Rule 8 For student of the College expulsion 
from the examination hall and 
cancellation of the performance in 
that series of examination. The 
candidate is also debarred and 
forfeits the seat. 

For persons who do not belong to 
the college will be handed over to 
the police and a case is registered. 
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9. If the candidate comes in 
an intoxicated/inebriated 
condition to the 
examination hall. 

Rule 9 Expulsion from the examination hall 
and cancellation of the performance 
in that subject and all other 
subjects the candidate has already 
appeared, including practical 
examinations and project work and 
shall not be permitted for the 
remaining examinations of the 
subjects of that semester/year 

10. Copying detected on the 
basis of internal evidence, 
such as, during valuation 
or during special scrutiny. 

Rule 
10 

Cancellation of the performance in 
that subject and all other subjects 
the candidate has appeared, 
including practical examinations and 
project work of that semester/year 
examinations. 

11. If any malpractice is detected which is not covered in the clauses 1 to 
10 above, shall be brought to the notice of the Chief Controller of 
Examinations. 
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SREE VIDYANIKETHAN ENGINEERING COLLEGE
(AUTONOMOUS)

Sree Sainath Nagar, A.Rangampet, Near Tirupati - 517 102. A.P.

Salient Features of Prohibition of Ragging
in Educational Institutions Act 26 of 1997

 Ragging within or outside the College is prohibited.

 Ragging means doing an act which causes or is likely to
cause insult or annoyance or fear or apprehension or threat
or intimidation or outrage of modesty or injury to a student

Nature of Ragging Punishment 
Teasing, Embarrassing and 
humiliating 

Imprisonment up to 6 months or 
fine up to Rs. 1,000/- or Both 

Assaulting or using criminal 
force or criminal intimidation 

Imprisonment up to 1 year or 
fine up to Rs. 2,000/- or Both 

Wrongfully restraining or 
confining or causing hurt 

Imprisonment up to 2 years or 
fine up to Rs. 5,000/- or Both 

Causing grievous hurt, 
Kidnapping or rape or 
committing unnatural offence  

Imprisonment up to 5 years or 
fine up to Rs. 10,000/-  

Causing death or abetting 
suicide 

Imprisonment up to 10 years or 
fine up to Rs. 50,000/-  

Note:

1. A student convicted of any of the above offences, will be
expelled from the College.

2. A student imprisoned for more than six months for any of
the above offences will not be admitted in any other College.

3. A student against whom there is prima facie evidence of
ragging in any form will be suspended from the College
immediately.

4. The full text of Act 26 of 1997 and UGC Regulations on Curbing
the Menace of Ragging in Higher Educational Institutions,
2009 (Dated 17th June, 2009) are placed in the College
library  for reference.


